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Abstract

This study applies machine learning for customer segmentation, sales forecasting, and
churn prediction. EDA identifies seasonal trends and demand fluctuations, linking revenue
variations to promotions and economic factors. K-Means clustering segments customers by
Recency, Frequency, and Monetary (RFM) values, distinguishing high-value, moderate,
and inactive users. These insights enable targeted marketing, loyalty programs, and re-

engagement strategies to optimize retention and revenue.

The Gradient Boosting Regressor (GBR) delivers the most reliable sales forecasting,
achieving an R? score of 0.871, confirming its strong predictive capability without
overfitting. Alternative models, including Linear Regression, Support Vector Regressor,
and Random Forest Regressor, exhibited overfitting tendencies (R? = 1.000), reducing their
real-world reliability. The predictive outcomes of GBR establish meaningful relationships
between product pricing, customer behavior, and sales response trends.

For churn prediction, the Gradient Boosting Classifier (GBC) emerges as the best model,
reaching an accuracy of 73.38% and an ROC-AUC score of 0.7972. This model
outperforms Random Forest (72.25% accuracy, 0.8019 ROC-AUC), Logistic Regression,
and Support Vector Machines (both at ~50% accuracy, indicating weak prediction). The
results highlight GBC’s capability in identifying potential churners, allowing businesses to

take proactive retention measures.

The study confirms the effectiveness of machine learning in customer analytics, enabling
businesses to enhance retention strategies and optimize revenue generation. Future research
will focus on advanced deep learning approaches, real-time data integration, and ensemble
learning techniques like XGBoost and LightGBM to further refine predictive accuracy in

business intelligence and decision-making.

Keywords: Machine Learning, Customer segmentation, Sales Prediction, Exploratory
Data Analysis, Seasonal Trend, Customer Behavior, Algorithm, Recency Frequency

Monetary, Sales Forecasting, Business Intelligence
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CHAPTER 01: OVERVIEW OF MACHINE
LEARNING IN CUSTOMER ANALYTICS

1.1 Background of the Study

Machine Learning operates like a subdivision of artificial intelligence that helps systems
make clear predictions and choose suitable decisions after analyzing programmed data.
The technological tool functions as an indispensable asset across finance and healthcare
sectors along with marketing operations and energy systems because it enables the
processing of extensive data for findings valuable information (Gkikas and Throdoridis,
2024). Supervised learning, unsupervised learning, and reinforcement learning are the
three primary categories of machine learning algorithms. Supervised learning trains
models through data containing labeled inputs with established output relationships
which becomes applicable for classifying and making predictive estimations. The
identification of data patterns through unsupervised learning occurs without labeled
outputs while K-Means acts as a popular clustering method for customer segmentation.
Reinforcement learning represents a model category which trains through
environmental interactions that generate rewards contingent upon actions made by the
model while being utilized in robotics along with game simulations (Madanchian,
2024).

The study employs machine learning techniques such as the Random Forest Classifier,
Random Forest Regressor, and K-Means Clustering to analyze consumer behavior,
predict sales, and segment customers based on their purchase patterns. The
implementation of these approaches helps organizations use data to drive better choices
and create satisfied customers and superior marketing approaches. Organizations can
use machine learning to achieve better consumer insights and maximize operational

efficiency which leads to greater profitability (Pellegrino, 2024).

Customer segmentation along with sales prediction stand as essential components for
decision-making that use data in nowadays business era. For businesses to achieve
strategic marketing optimization and boost customer relations and financial success is
their ability to group customers by common traits and their forecast of future purchasing

patterns. The traditional customer classification methods which utilized demographic
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and geographic as well as psychographic factors now get replaced by machine learning

(ML) which drives data-based adaptive segmentation strategies (Singh et al., 2024).

Data collection

Data preprocessing | -

Model selection | «

¥

—+ Training and validation

L4

Evaluation

¥

Final model

Figure 1.1: Flow chart for machine learning workflow

The marketing strategy of customer segmentation provides businesses with a means to
organize their client groups through shared attributes including buying habits combined
with behavioral attributes and monetary worth. Effective customer segmentation
procedure leads to better personalization strategies which decreases customer
acquisition expenses while boosting client loyalty. Commonly used conventional
segmentation approaches include k-means clustering, hierarchical clustering, and RFM
(Recency, Frequency, and Monetary) analysis. Current segmentation methods lack
accuracy and adaptability when used alone in capturing modern consumer behavior
patterns since they require machine learning algorithms for precision enhancement
(Mowar, 2022).

The process of sales prediction serves crucially as businesses need this information to
anticipate revenue growth and thus control inventory and efficiently use their resources.
Sales forecast creation relies on decision trees together with Support Vector Machines
(SVM) and arrange learning classfifier including random forest as well as statistical
models to predict trends from historical data. The prediction accuracy gets improved by
machine learning algorithms because these algorithms reveal hidden patterns that
standard statistical approaches fail to detect (Matuszelanski et al., 2022). Businesses

obtain crucial knowledge from analytics that guides their pricing framework
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development while improving inventory planning and demand prediction which

minimizes financial perils and strengthens operational effectiveness.

—O Demographic

)

Features
Customer

L CLletgtmer — e Segmentation

ifecycle Stage Modell

Behaviour
and Habits

Figure 1.2: Customer Segmentation Analysis

Customer segmentation and sales prediction processes use machine learning because of
quick-growing big data along with developing computational technology. Enterprise
data collection has expanded because businesses obtain information from transaction
records and online interactions and social media engagements. Through the
implementation of ML clustering and classification methods as well as regression
techniques organizations gain valuable insights from their data to automate their
processes and boost customer satisfaction (Suhaas et al., 2024). Research shows deep
learning models employing Artificial Neural Networks (ANNs) and Recurrent Neural
Networks (RNNSs) succeed at discovering subtle customer patterns leading to effective
long-range sales predictions (LeCun et al., 2015).

A dataset will allow this study to investigate customer segmentation techniques while
developing sales predictions through machine learning applications. The research draws
its data from a retail organization which includes variables encompassing different types
of information about customers including demographic features along with purchase
records and transaction counts and overall purchasing sums. The main purpose of this

project entails using k-means clustering for customer segmentation by purchasing
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behavior while regression models predict future sales. The study applies these methods
to deliver practical findings which strengthen target customer approaches and maximize

promotional activities and fuel business expansion.

This study will tackle the data preprocessing obstacles as well as the evaluation methods
and selecting appropriate features for both customer segmentation and sales prediction
tasks. The research evaluates different machine learning models while determining their
predictive abilities to discover ideal methods for practical use. The study uses advanced
analytics with machine learning methodologies to expand business intelligence fields
while creating effective data-driven recommendations in retail operations (Gandomi and
Haider, 2015).

1.2 Problem Statement

The contemporary retail and e-commerce industry faces a vital business challenge
because of the need to understand purchasing behavior among customers. The process
of dividing customers into segments allows organizations to develop better business
approaches and improve their marketing initiatives while boosting retention rates. Large
datasets remain difficult to analyze for businesses since they need to overcome the
challenges of complex buyer patterns together with seasonal consumption behaviors and
multiple influencing variables. Companies utilizing demographic-based customer
segmentation face the problem of missing dynamic behavioral patterns which leads to

wasteful marketing efforts with associated revenue loss (Prasetyo et al., 2024).

Every business must overcome its inability to recognize its profitable client segments.
Companies operating in competitive industries must properly identify between
customers who buy frequently at high prices and those whose limited contributions
result in minimal revenue. High-value customers who businesses refer to as "loyal
customers™ influence the profitability levels of organizations profoundly. The failure to
segment leads businesses toward the wrong direction because they direct marketing
spending toward worthless customers instead of targeting valuable customers (Homburg
et al., 2013). The inability of standard segmentation approaches that use basic heuristic
methods or pre-defined groups to respond to shifting consumer patterns makes machine-

based category identification an essential business tool today (Wang et al., 2016).
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Sales trend prediction stands as a major difficulty for organizations. Total purchase
amount predictions together with revenue projections remain complicated because
numerous external influences including economic circumstances and advertising
promotions and seasonal variations affect the outcome (Helomld, 2022). Businesses
succeed in making accurate demand forecasts through machine learning algorithms
which extract hidden patterns from historical sales data records. By making an accurate
robust sales prediction model it is necessary to put effort into data preprocessing while
selecting key features and evaluating the model's performance. Untrained data models
produce incorrect forecasts which causes companies to lose money while struggling to
regulate inventory quantity along with marketing strategy effectiveness (Holloway,
2024).

The main problem affecting customer segmentation and sales forecasting entails
detecting and predicting customer churn rates. A high level of industry competition
makes customer churn—an event where customers stop buying—become an essential
business challenge. Organizations find it maximum amount of cost-effective to keep
ongoing customers instead of acquiring new ones thus making churn prediction an
indispensable part of customer relationship management. The traditional models for
churn prediction depend on either fixed rules or historical purchase data but machine
learning allows an ongoing evaluation of customer engagement and accurate churn

modeling from transaction logs and frequency contacts (Berndt and Petzer, 2023).

Companies require an effective machine learning approach which unites customer
classification methods with forecasting capabilities while detecting customer attrition at
different levels. Organizations can identify meaningful behavioral patterns of customers
through K-Means clustering to perform segmentation instead of using arbitrary
demographic grouping. Random Forest Regressor along with other supervised learning
algorithms help businesses accurately forecast future sales volumes through which they
obtain valuable data for inventory management and revenue growth. The use of
classification models that includes models like Logistic Regression or Support Vector
Machines enables businesses to detect at-risk customers through churn prediction which

prompts proactive interventions by tailored marketing strategies.

The objectives of this research involve creating machine learning systems which

integrate customer segmentation through clustering with sales prediction regression and
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analyze customer churn through classification models. The implemented approach
includes state-of-the-art preprocessing together with exploratory data analysis and
feature engineering to generate insights which businesses can use for improving
customer engagement and maximizing revenue and minimizing abandonment rates. The
research findings add value to predictive analytics studies because they show how data-

based decision systems work in contemporary business operations (Friedman, 2020).

1.3 Research Objectives

The following are the main goals of this study:
e Implement Customer Segmentation Using K-Means Clustering

Through its analytical power businesses succeed in grouping customers
depending on shared characteristics using customer segmentation as a technique. K-
Means clustering operates in this piece to split customers into separate groups through
analysis of purchase frequency together with monetary value and transaction recency.
The study utilizes K-Means analysis to identify groups which contain valuable
customers, loyal shoppers and disengaging customers. The customization through
segmentation helps businesses make targeted marketing plans as well as tailor their

customer dealings and allocate resources effectively.
e Develop a Random Forest Regressor for Sales Prediction

Accurate sales prediction remains critical to manage stock levels and develop
financial strategies and make strategic choices. The model employs Random Forest
Regressor as a forecasting method to predict sales by analyzing historic transaction data.
The prediction model generates reliable sales projections through merging data from
product price and customer purchase elements and different demographic variables. The
implementation of predictive models by businesses helps them better predict demand

shifts thus lowering stockout cases and improving their revenue forecasting accuracy.
e Analyze Churn Prediction Using Classification Models

The accurate prediction of churn stands as the essential answer businesses need
to stay in possession of their customers. Random Forest Classification functions as the
analytical method to evaluate customer churn patterns in this research project. Training

the classification model involves using customer engagement records alongside
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transaction information and return history to distinguish staying customers from
departing ones. Companies use tracked retention clues to activate customized
promotional strategies and improve loyalty programs as well as customer service

quality.
e Provide Insights for Business Decision-Making

The ultimate purpose of this investigation leads to develop implementation-based
findings which guide business strategic choices. The research study unifies machine
learning models that segment customers and predict sales numbers and customer
attrition which creates a complete analysis for customer behavior patterns. Such insights
enable companies to enhance both their marketing strategies and operational efficiency
as well as customer satisfaction. Through the research findings organizations can drive
data-based decisions regarding pricing plans together with customer engagement

programs and resource distribution.

1.4 Research Questions

The following are the main research questions this study aims to address:
e How Effectively Can K-Means Clustering Segment Customers?

Companies require customer segmentation to recognize different customer
behaviors in order to develop customized business strategies. Researchers analyze K-
Means clustering effectiveness for customer segmentation by studying their purchase
behaviors together with transaction recency and total spending patterns. The
examination of clustering performance consists of a study that analyzes three evaluation
metrics including cohesive clusters and clear boundaries between groups together with
interpretability assessment methods. The silhouette score together with within-cluster
sum of squares (WCSS) serve as metrics to evaluate how efficiently the algorithm
clusters similar customers and separates different segments. The research outcomes will
establish whether K-Means delivers sufficient results for recognizing important

purchasing sections among customers thus enabling strategic business adjustments.

e How Accurately Can Machine Learning Models Predict Total Purchase

Amounts?
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Exact sales projections help organizations achieve optimal inventory regulation
and build financial structure systems for revenue projection. The forecasting capacity of
Random Forest Regressor towards predicting total purchases by assessing main
customer properties and purchasing behavior as well as personal characteristics.
Standard metrics that include Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), and R-squared (R?) scores are used to evaluate the model. This investigation
assesses machine learning models' capability to develop reliable sales projections

through which organizations can make operational business decisions using data.
e How Can Churn Prediction Help in Customer Retention Strategies?

The retention of current customer’s costs business less than acquiring new
customers making customer churn a vital business concern. The goal of this research
study focuses on analyzing how Random Forest Classification among other machine
learning models detects customers at risk of departing before they actually leave the
business. The researchers established the preventive capabilities of early detection
systems against customer loss by implementing customer purchase data alongside
spending activities and return scenarios as essential metrics. Most organizations employ
individual rewards together with enhanced customer service solutions and customized
promotional campaigns as their retention strategies. The predictive analytics analysis of
this study investigates alternative methods for loyalty retention while decreasing

customer churn rates.

1.5 Scope of the Study

The research applies machine learning algorithms to cluster customers while predicting
sales figures by using both clustering and regression techniques. The main objective of
the study centers on analyzing customer purchasing patterns while identifying separate
market groups and creating predictive models to strengthen business decisions. Machine
learning models trained through structured data learn to detect patterns and make sales
projections along with detecting upcoming customer attrition. The research seeks to
gather information that businesses can apply toward creating marketing campaigns and

customer loyalty systems and revenue management plans.

The research foundation relies heavily on a dataset because it enables training and

validation of machine learning models. The collected data incorporates different
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characteristics about purchasing behavior that span demographic information along with
purchase records and consumer merchandise preferences. A dataset features both
structured information about Customer ID, Age and Purchase Date together with
Product Category and Total Purchase Amount, Payment Method and Recency,
Frequency and Monetary (RFM) metrics. The input variables found in the dataset
enable the execution of both segmentations and predictive models. The data processing
includes value replacement operations to handle missing data before it normalizes
quantitative features and converts categorical fields to meet operation-based

requirements.

The research project uses machine learning algorithms to split customers and predict
future sales by adopting both K-Means clustering and Random Forest Regressor
regression modeling. These particular models became selection choices because of their
proven ability to analyze database structures alongside their ability to derive practical
business-oriented interpretations. K-Means clustering helps customers enter different
segments based on purchasing behaviors which will allow targeted marketing
approaches to reach individual groups. Sales prediction depends on Random Forest
Regressor because they show advanced non-linear model abilities and ensemble
learning reduces overfitting during the prediction process. Random Forest Classifier
functions within a classification framework to predict customer churn occurrences thus

protecting companies from important client departures.

The investigation does not include deep learning models together with sophisticated
artificial intelligence solutions. When evaluating structured tabular datasets for
consumer analytics, advanced deep learning approaches like as Artificial Neural
Networks (ANNs), Long Short-Term Memory (LSTM) networks, and Convolutional
Neural Networks (CNNs) yield results that result in high production costs. The
application of deep learning algorithms becomes impractical for small and medium
businesses because high hyperparameter optimization needs extensive datasets and large
computational resources. The study adopts interpretable machine learning methods that
generate results stakeholders can understand so they can base their decisions on
established grounds.

The assessment relies solely on structured data from transactions and excludes external

influencing variables including social media sentiment evaluations and macroeconomic
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statistics and immediate customer responses. Multiple data components exist to produce
more precise forecasts but this analysis selects business-based transactional data
available in existing databases. Further studies should research the combination of
structured and unstructured data methodologies to strengthen sales prediction methods

and customer classification tools.

The investigation examines structured data during its analysis of machine learning
segmenting solutions that combine clustering and regression prediction methods. The
authors have eliminated deep learning and complex artificial intelligence methods from
their study due to interpretive requirements and efficiency standards alongside practical
implementation needs. Business-oriented research findings enable organizations to
strengthen their marketing practices and boost customer participation along with sales
prediction precision.

1.6 Significance of the Study

Business operations experience vital advantages from machine learning implementation
throughout various operational elements in customer segmentation and sales prediction
systems. The main operational benefit of using machine learning involves personalized
marketing campaigns. Companies use machine learning algorithms to study large data
collections which enables them to discover various customer sections based on personal
behaviors alongside preference choices and purchase data. Detailed insights from this
method help organizations develop customer-focused market strategies that boost
customer interaction and conversion effectiveness. Machine learning technology
enables organizations to build recommendation engines which show products that
match individual buying preferences thus delivering personalized shopping outcomes

(Prasetyo and Nainggolan, 2024).

Machine learning delivers two main benefits beyond personalized marketing because it
helps organizations understand how to keep clients despite boosting their income
predictions. Machine learning analyzes customer data to detect patterns which indicate
customer attrition rates used for predicting potential customer departures. The predictive
power enables organizations to develop preventive retention strategies which include
specific marketing approaches and customer-specific interactions to safeguard their
most important clients. The forecasting of sales revenue improves through machine

learning because it examines past transaction records to extract forecastable market
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trends. Businesses gain strategic advantages through accurate forecasts because these
help them manage inventory more proficiently and allocate resources specifically while
building strategic plans for market demands (Challoumis, 2024).

Machine learning technology finds extensive usefulness in e-commerce operations
together with retail practices. The application of machine learning by retailers allows
them to predict consumer demands and properly optimize their inventory ensuring
products are available to buyers. Machine learning algorithms work to protect business
interests through transaction pattern analysis and anomaly detection which helps detect
fraudulent activities to preserve customer trust. Machine learning makes possible
individualized marketing strategies that deliver tailored product suggestions as well as

promotional offers which build customer devotion (Lu el al., 2024).

In summary, the organizations enabled by the application of machine learning can
achieve targeted marketing techniques while keeping existing customers and sales
forecasting. Advanced business operations and market superiority emerge due to these

technological developments within e-commerce and retail dynamics.

1.7 Summary of Chapters

There are several chapters in this thesis, each of which covers a different facet of the

research. Below is a synopsis of every chapter:
e Chapter 1: Introduction

This chapter presents vital information about the study including its essential
topic and merits with defined research aims. The research design includes a
written definition of problems along with related questions and selected
methods. The study provides both the extent and valuable contributions of its

research.
o Chapter 2: Literature Review

This chapter reviews existing research and studies related to the topic. It
discusses various methodologies, theories, and frameworks relevant to the study.
The literature review helps in identifying research gaps and justifying the need

for this study.
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Chapter 3: Methodology

The research design together with data collection techniques and analytical
methods receive full description in this chapter. It explains how the data was
obtained, preprocessed, and analyzed. Additionally, it discusses the machine

learning algorithms and statistical techniques applied.
Chapter 4: Results and Discussion

The research findings are presented in this chapter according to the analytical
framework. The research report incorporates data display methods and
interpretation in addition to comparative studies. The obtained results receive

analysis in relation to both research questions and existing literature findings.
Chapter 5: Conclusion and Recommendations

The findings of the research are summarized in this chapter to establish final
conclusions through a study-based analysis. The research includes future study
recommendations together with actionable applications based on the discovered

evidence.
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CHAPTER 2: EXISTING APPROACHES TO
CUSTOMER SEGMENTATION AND SALES
PREDICTION

2.1 Overview of Customer Segmentation

Customer segmentation classifies customers in marketing and business intelligence
through essential principles which enable organizations to aggregate similar individuals.
Companies in the past used four main factors - demographic, geographic, psychographic
and behavioral attributes - to group customers into individual segments. Data-driven
segmentation through machine learning methods has become more prominent because it
processes vast data collections and detects concealed patterns while delivering refined

and dynamic groupings.

Businesses use traditional segmentation methods which have rules-based classification
systems that depend on manually created categories established by specific attributes
including age and income along with purchase history. The basic nature of these
methods creates barriers regarding their ability to expand with changing consumer
behaviors (Wedel & Kamakura, 2000). The process of machine learning-based
segmentation uses clustering algorithms such as k-means, hierarchical clustering and
DBSCAN to examine complex customer data and discover natural group patterns
without requiring pre-defined rules according to Xu and Tian (Xu & Tian, 2015).
Unsupervised learning methods in these models search for the most suitable clusters by
evaluating feature equivalence which allows segmentation to remain dynamic with

changing market demands.

RFM analysis stands as one of the most common frameworks which businesses use for
customer segmentation. The RFM model divides customers into groups according to
their purchasing Recency rate and their Frequency of buying actions as well as their
Monetary purchase values. Customer engagement patterns together with loyalty
behavior emerge from the RFM model which enables businesses to create targeted
marketing approaches. By incorporating machine learning into RFM analysis
companies gain improved predictive capabilities to automatically segment their
customers effectively while strengthening their targeting efforts.

13|Page



2.1.1 Traditional Segmentation vs. Machine Learning-Based

Segmentation

Traditional segmentation techniques have long been the foundation of marketing
strategies. The classification systems of customers through both demographic
segmentation and psychographic segmentation represent fundamental methods (Kotler
et al.,, 2016). The segmentation method that evaluates consumer conduct and
participation history (Solomon et al., 2012) targets particular customer groups
effectively. These effective approaches need manual labor which takes lots of time yet

struggles to detect sophisticated consumer reactions as they happen.

Machine learning algorithms analyzing large datasets through pattern detection which
produce improved results for segmentation than ever before possible. Algorithms like k-
means clustering, hierarchical clustering, and Gaussian mixture models (GMM)
automatically classify customers according to their purchasing habits and patterns (Ngai
et al., 2009). Machine learning models excel above conventional methods because they
accept new data points to maintain updated segmentation categories as consumer

behavior transforms.
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Figure 2.3: Comparison of accuracy values for different machine learning models

Research shows that machine learning brings effective results to segmentation
operations. K-means clustering analysis executed by Rajput et al. created different
customer groups through purchase pattern analysis to build personalized marketing

strategies that enhanced customer loyalty (Rajput et al., 2023). The research of Zhang
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and Ma (2020) illustrated how unsupervised learning methods produced superior results
than traditional segmentation when predicting customer preferences together with
purchasing potential for retail customers.

Deep learning techniques, such as autoencoders and neural networks, are being
investigated for applications involving customer segmentation. The accuracy of
segmentation increases through processing unstructured data that includes social media
activities and customer reviews (Chaudhary & Alam, 2022). Machine learning models
need high-quality data together with proper feature selection for obtaining meaningful

outcomes from their segmentation process.

2.1.2 Role of Recency, Frequency, and Monetary (RFM) Analysis

The RFM analysis stands as a foundational method for dividing customers into
segments which serves marketing analytics and Customer Relationship Management
(CRM). The model analyzes customer groups through three behavioral measurements to

Create categories:

1. Recency (R): An indicator tracks the time since the last purchase of a customer.
Recent buyers demonstrate a higher potential for new purchases because they
remain active whereas customers who lack activity for an extended period have

less opportunity to buy.

2. Frequency (F): This metric determines the number of times a customer buys
products during a specified period. A business generally treats frequent buyers

as loyal customers who present higher value to the business.

3. Monetary (M): Organizer measures the entire purchasing expenditure of each
customer. A company heavily depends on high-spending customers for their
revenue while these patients demand strategic plans to maintain their continued
commitment (Kumar and Pansari, 2016).

RFM analysis previously required manual operation where scorings were applied to
customer records based on R, F, and M factors followed by customer segmentation into
high-value and at-risk and dormant customer categories. Machine learning algorithms
integrated into RFM analysis through data science advancements automate customer
classification jobs at the same time they enhance predictive capabilities.
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The most frequent technique uses RFM scores together with k-means clustering
techniques. The combination of k-means clustering analysis on RFM data allows
businesses to produce distinct segments of customers who demonstrate comparable

purchasing patterns (Tsiptsis & Chorianopoulos, 2011).

Wong et al. (2024) used k-means clustering with RFM scores to identify valuable
customers who supported significant sales allowing businesses to create focused
marketing initiatives which increased customer staying power and activity according to
an e-commerce study. The prediction of customer lifetime value and RFM-based
forecasts utilizes decision trees and random forests and related machine learning
methods. The predictive models enable businesses to optimize their marketing budget

by finding customers who will deliver the greatest revenue.

Although RFM analysis performs well it has specific boundaries that affect its use. The
analysis does not consider situations where Recency or Frequency or Monetary could
hold higher importance than the others. The implementation of weighted RFM analysis
and hybrid methods which combine extra customer characteristics including satisfaction
ratings and social media participation received attention in recent research by Ho (Ho et
al. 2023). These new features build up a complete segmentation approach by assessing

various customer actions across different dimensions.

Customer segmentation strategies benefit from RFM analysis yet gain more predictive
power and automation capabilities when scientists use machine learning algorithms.
Organizations that use business data with RFM models create stronger insights into
customer actions to design better marketing strategies and develop greater customer

commitment and business revenue growth.

2.2 Machine Learning in Sales Prediction

Machine learning has revolutionized sales prediction by enabling businesses to make
data-driven decisions with higher accuracy and efficiency. Business analytics relies on
accurate sales predictions as a fundamental analytical challenge because such forecasts
enable organizations to maximize inventory management and allocate resources and
develop strategic plans effectively. Sales forecasting has largely benefited from machine
learning techniques especially supervised learning models that perform better than

traditional statistical methods. A supervised learning system trains its model through
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historical sales data so that algorithms learn from input parameters matched with target
value outcomes. The most common supervised learning techniques which companies
utilize for sales prediction include Decision Trees Alongside Random Forest and

Gradient Boosting Models.

2.2.1 Supervised learning models

One of the most straightforward and understandable algorithms for predicting sales is
decision tree regression. A decision tree breaks down data into separate uniform
sections while using a tree structure to represent data split decisions. Each node in the
internal structure shows a decision based on features while leaf nodes contain predicted
sales values. Decision Trees enable efficient modeling due to their capability to process
numerical along with categorical data and form non-linear predictive solutions.
Decision Trees tend to overfit during their operation particularly when working with

high variance complex datasets (Yunianto et al., 2024).

The ensemble learning method of Random Forest Regression employs a combination of
multiple trees that use different subsets of input data to advance the prediction ability
beyond a single decision tree. The ensemble prediction technique combats overfitting
and enhances generalization ability through its process of finding average tree
predictions. Random Forest models demonstrate high resistance to noise as well as
exceptional capability to detect complex relationships thus becoming the preferred
method for sales forecasting. Multiple studies demonstrate Random Forest Regression
exceeds linear regression when used to identify nonlinear patterns in sales data records
(Archite et al., 2023).

Because of their excellent predictive accuracy in sales forecasting, gradient boosting
techniques like LightGBM and XGBoost (Extreme Gradient Boosting) have become
more and more popular. Predictive models train weak learners known as decision trees
which undergo consecutive steps to rectify the mistakes made by previous learners. The
boosting process leads to a prediction model which achieves high optimization and
accuracy levels. XGBoost stands out as a strong tool for big-scale sales prediction tasks
because it offers both high efficiency and scalability alongside the capability to process
missing data points (Chen & Guestrin, 2016).
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2.2.2 Unsupervised Learning Models

Because unsupervised learning can uncover latent patterns in data without depending on
labeled outputs, it is essential for customer segmentation. Unlike supervised learning,
where models learn from predefined input-output pairs, unsupervised learning
algorithms extract structure from unlabeled data by detecting similarities, clusters, or
associations among variables. Unsupervised learning approaches enable businesses to
categorize clients according to their demographics, engagement levels, or purchase
patterns in commercial applications, especially in customer analytics. These insights
assist companies in optimizing product suggestions, implementing tailored marketing

methods, and enhancing client retention initiatives.

The application of clustering represents a major unsupervised learning method which
professionals commonly use to segment customers. Through clustering businesses can

discover different customer segments by grouping points with similar characteristics.

Through K-Means a data partitioning algorithm clusters K segments of data by making
the groups' internal variances minimum. The algorithm designates each observation to
its closest cluster center then reshuffles these centers through iterations until all points
settle in distinct clusters. This algorithm provides exceptional efficiency alongside
simple operations which makes it ideal for customer segmentation work that demands
business groups to sort customers through their transaction data (Singh et al., 2022). K-
Means provides beneficial outcomes for clustering yet its performance depends on the
initial centroid placement while it handles non-spherical cluster shapes poorly so

selection of K through Elbow Method and Silhouette Score methods becomes essential.

Hierarchical clustering constructs a tree-shaped structure (dendrogram) which shows the
data point group delimitations at successive levels of inclusivity. This method differs
from K-Means since it does not need cluster count specification instead forming a
hierarchy that depends on similarity measures between data points. Clustering starts
with all data points in a single cluster that recursively divides into sub clusters, whereas
AHC starts with all data points forming a single cluster at the beginning. The
visualization capabilities of hierarchical clustering work well for customer relationships
yet its algorithm requires more processing power when dealing with extensive data sets
(Shafi et al., 2024).
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By using data point density measurements to identify clusters, DBSCAN (Density
Based Spatial Clustering of Application with Noise) is a density-based clustering
technique that is useful for identifying unusual customer behavior. Unlike K-Means,
DBSCAN can form arbitrary-shaped clusters and does not require specifying K
beforehand. It is particularly useful for distinguishing high-value customers from
outliers, such as fraudulent transactions or one-time buyers. However, DBSCAN
struggles with varying density distributions and requires fine-tuning of the epsilon (g)

and minimum points parameters for optimal results (Allheeib et al., 2021).

Another important aspect of unsupervised learning that aids in the simplification of
complex consumer data while preserving crucial information is dimensionality
reduction. PCA is a linear transformation method that maintains variance in a dataset
while reducing the number of features. It projects high-dimensional customer data onto
fewer principal components, enabling businesses to identify dominant behavioral trends.
PCA is highly effective when dealing with high-dimensional customer attributes, such
as purchase history, demographic data, and online activity, but it assumes linear
correlations between features, which may limit its effectiveness in non-linear datasets
(Jolliffe & Cadima, 2016).

High-dimensional data is converted into lower-dimensional spaces using the non-linear
dimension reduction technique t-SNE while preserving the spatial relationships between
objects. The tool proves highly effective in 2D or 3D scatter plot visualization of
customer segments therefore becoming a popular selection within exploratory data
analysis. Even though t-SNE requires high compute power it needs precise
hyperparameter adjustments like perplexity for generating relevant data outputs (Cai &
Ma, 2008).

Unsupervised learning models significantly enhance business intelligence by providing
actionable insights without manual labeling. Customer segmentation, anomaly detection
in transactions, market basket analysis, and recommendation systems are key areas
where unsupervised learning improves decision-making. Businesses can improve
marketing strategies, tailor client experiences, and gain a deeper understanding of

consumer behavior by utilizing clustering and dimensionality reduction techniques.
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2.2.3 Evaluation metrics for sales prediction

The assessment of sales prediction model performance needs particular metrics for
checking forecast accuracy and reliability levels. The Mean Absolute Error (MAE),
Root Mean Squared Error (RMSE), and R-squared (R?) score are the three primary
metrics used to evaluate the performance of the regression-based sales forecast
approach. Users of the MAE metric can understand forecast accuracy by seeing the
numerical average absolute deviations of actual against forecast retail unit sales results.
Large errors face penalties through RMSE because it applies square root calculations to
mean squared differences to ensure high sensitivity for predicted value deviations. The
R2 score, a coefficient of determination, indicates the extent to which independent
variables contribute to the comprehension of dependent variable fluctuations. A higher

value of R? score in the model results in better measurement fit (Sial, 2021).

Model selection happens by analyzing dataset complexity and evaluating computational
resources in combination with determining the necessity for interpreting model results.
Decision Trees achieve excellent interpretability through clear results while Random
Forest and Gradient Boosting achieve superior accuracy in prediction. Reliable sales
forecasts rely on proper evaluation metrics selection just as crucial as choosing the best

forecasting model to support business-making decisions.

2.3 Churn Analysis in Business

The attributes of customers from business relations constitutes customer churn or
customer attrition which describes customers terminating business relationships while
stopping product utilization during designated timeframes. A business requires this
metric because it determines how its revenue performs and what possibilities exist for
growth. A rise in customer turnover serves as an indicator of multiple business
problems which require prompt investigation including dissatisfied customers, defective

products and weak market position (Manzoor et al., 2024).
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Figure 2.4: Understanding and Predicting Customer Churn

Analyzing churn is vital for several reasons. The expenses needed to find new
customers usually exceed the costs of maintaining current customers. Profitability
improvement depends on improved customer retention strategies which come from
focusing on churn reduction. Churn analysis reveals essential details about customer
actions and demands and customer difficulties so companies can enhance their product
designs to prevent customer dissatisfaction. Businesses can establish effective churn
mitigation strategies by observing patterns and predictors which allows them to
maintain a stable customer base (Manzoor et al., 2024).

The implementation of machine learning models serves as a primary instrument to
forecast customer churn during recent times. Extensive datasets enable such models to
identify departure indicators which serve as predictions for customer abandonment.
Using predictor factors, predictive algorithms such as Random Forest, Gradient
Boosting Machines, and Logistic Regression assist in predicting the likelihood of client
attrition. The forecasting system produces predictive results of higher precision (Erdem,
2021).

Data collection, preprocessing, feature engineering, model selection, training, and
evaluation are the necessary processes for practitioners to apply machine learning
models. Data preprocessing requires methods to deal with missing values while

assigning numerical values to categories in addition to performing data normalization.
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The main objective of feature engineering entails the selection and transformation of
variables that directly impact customer churn behavior. A proper algorithm selection
forms the basis of model selection and then training uses historical data to develop the
model. According to Khodabandehlou and Zivari, model performance can be evaluated
by integrating accuracy, precision, recall, and F1-score (Khodabandehlou and Zivari ,
2017).

The application of machine learning for churn prediction enables businesses to detect
vulnerable customers early so they can create specific strategies to keep their clients
engaged. The proactive strategy helps businesses to keep revenue steady while building

lasting customer relationships which establishes market superiority.

2.4 Review of Previous Studies

2.4.1 Existing Research on Customer Segmentation

A key strategy in marketing and business analytics is customer segmentation, which
allows organizations to divide their clientele into discrete categories for improved
targeting and customization. Traditional customer segmenting methods depend on
demographic data and geographic data however these approaches do not promote
accurate prediction of customer actions. Customer segmentation received a
transformative shift with machine learning because it now utilizes behavioral and

transactional data to achieve better customer profiles.

Ranjan and Srivastava (2022) conducted a review of all customer segmentation
techniques which established a transformation in principles toward machine learning-
based approaches. The authors established RFM and k-means clustering work in
traditional segmentation yet ensemble approaches combined with deep learning provide
better customer segmentation by evaluating complicated behavioral patterns. The
transition brought new business capabilities to help organizations enhance their
marketing methods for identifying their most profitable customers (Ranjan &
Srivastava, 2022).

Xu et al. (2023) examined how customer segmentation enhances experience by
reviewing methods for e-commerce business segmentation in their work. A DBSCAN
(Density-Based Spatial Clustering) and other intricate clustering methods allowed

organizations to build superior capabilities for estimating customer lifetime value and
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optimizing their retention models. Product suggestions tailored to client interaction
groups enhance customer satisfaction and produce enhanced business performance
according to this study (Xu et al., 2023).

The research work "Customer Segmentation Using Machine Learning” deployed k-
means clustering for analyzing actual purchase data of customers to establish significant
customer clusters. The study showed that companies can allocate resources better by
using clustering segments to work with high-value customers concurrently with
managing price-sensitive customers independently. The approach used for segmenting
customers demonstrates essential value in decision-making while enhancing marketing

campaign effectiveness (Parab and Dave, 2023).

The findings from different studies indicate machine learning-based segmentation
methods outperform conventional methods in predicting results. The technique helps
businesses detect their main customer segments followed by the ability to anticipate
buying behaviors for smarter marketing decisions. SMEs face hurdles with accessing
superior data and processors due to the higher demands of these methods for accurate

results.

2.4.2 Comparison of Machine Learning Models in Previous Studies

Multiple machine learning approaches exist for carrying out customer segmentation yet
they vary regarding their strengths and disadvantages. Decision making about an
algorithm depends on the dataset type along with business category and exact

segmenting goals.

Kumar et al. conducted a comparative study which evaluated k-means together with
DBSCAN, Agglomerative Clustering and PCA (Principal Component Analysis) with k-
means clustering (Kumar et al., 2023). With a silhouette score of 0.6865, the analysis
showed that Agglomerative Clustering produced the best results since it was the most
effective method for classifying clients according to their purchasing patterns.
Agglomerative Clustering demonstrates superior performance because it detects
hierarchical patterns between customers which helps process datasets that present
overlapping customer categories. Agglomerative Clustering presents technical
difficulties because it uses high computational costs and perform poorly with extensive
datasets (Joga et al., 2022).
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A research investigation evaluated different methods of customer segmentation by using
supervised along with unsupervised learning approaches. Decision Trees together with
Random Forests and AdaBoost were evaluated in addition to clustering methods. The
research demonstrated that supervised Random Forest algorithm produced superior
results for identifying high-value customers yet unsupervised k-means clustering
performed better at identifying data patterns. The research proposed combining k-means
segmentation before supervised learning to create optimal results when identifying
customer lifetime value. Many organizations now implement this combined approach to

retain their customers and predict future departures (Mozumder et al., 2024).

Gupta et al. looked into a new hybrid model that improves customer segmentation
accuracy by combining k-means and deep learning technology. The investigators
showed that regular clustering techniques promote inaccurate identification of consumer
conduct patterns which are non-linear in nature. The model succeeded in identifying
complex patterns in transactional datasets through the implementation of Autoencoder’s
and neural networks along with deep learning methods. Large organizations operating
within e-commerce and subscription-based industries obtained maximum benefits from
this methodology (Gupta et al., 2021).

The studies show traditional clustering methods like k-means continue being commonly
used but advanced machine learning methods together with hybrid models demonstrate
better effectiveness in customer segmentation. Supplementing predictive analytics with
unsupervised learning techniques enables organizations to produce more beneficial

insights that let them modify their marketing structures and protect their customer base.

The key obstacle for using machine learning models effectively pertains to the
requirement of high-quality preprocessed data. The accuracy of segmentation becomes
compromised when businesses deal with inconsistent data formats along with absent
value points. The main issues companies face consist of maintaining model
interpretability levels along with ensuring proper computational complexity
management. Deep learning methods achieve improved accuracy but provide limited

explaining ability to companies who want to understand customer group associations.

Recent studies demonstrate how customer segmentation knowledge has progressed from
conventional to sophisticated machine learning model applications. The effectiveness of

k-means clustering remains intact but hybrid models which combine deep learning with
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supervised learning establish superior performance levels. This research reveals three

main findings from previous studies:

1. Machine learning enhances segmentation accuracy: Businesses can use these
techniques to better understand customer behavior, personalize marketing

strategies, and increase profitability.

2. Hybrid models provide better insights: Combining clustering with supervised
learning or deep learning improves the predictive power of segmentation

models.

3. Challenges remain in data quality and model interpretability: Proper data
preprocessing and explain ability of machine learning models are crucial for

their successful implementation.

Future studies should concentrate on making sophisticated segmentation models easier
to understand and creating affordable ways for SMEs to adopt machine learning-based

segmentation without consuming a lot of processing power.
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CHAPTER 3: TECHNIQUES FOR CUSTOMER
SEGMENTATION AND SALES PREDICTION

3.1 Dataset Description

This study makes use of the synthetic "E-commerce Customer Behavior and Purchase
Dataset" which models e-commerce consumer interactions to track different facets of
digital market transactional data. This data set serves both data analysis and e-
commerce predictive modeling needs and supports applications covering customer
churn prevention alongside market basket analytics and recommendation platform
development and trend identification. The dataset includes different user and transaction
attributes so businesses can perform extensive purchasing behavior analysis to drive

their data-driven decision processes.

The data contains several variables grouped into 250000 entities that furnish knowledge
regarding customer buying behaviors. Each customer possesses their individual
Customer ID which enables the database to establish unique correlations between the
transactions and particular persons. The demographic information included in Customer
Name, Age, and Gender permits the identification of purchasing behavior across
different segments of the consumer base. A complete records system of transaction
dates is implemented under the Purchase Date column to track sales variations across
different periods. The Product Category field organizes products by their classification
groups whereas the Product Price and Quantity columns reveal transaction monetary
values. The Total Purchase Amount column serves as an essential factor for sales
prediction because it shows the total customer transaction costs (E-commerce Customer
Data for Behavior Analysis, 2023).

The Payment Method field suggests users paid using credit card, PayPal or another
payment option according to the dataset records. The Returns column shows all items
that customers have returned for purchase thus providing essential data points about
customer satisfaction together with product quality. Customer retention information is
provided through the Churn column which shows customer behavior by marking 1 for
customers who left and 0 for those who continued using the platform.

Several preprocessing steps followed each other to maintain data consistency before

starting the analysis process. Managers needed to handle missing values properly
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because uncompleted records often caused results to become flawed or biased in their
findings. The procedure for handling missing or inconsistent values depended on the
overall impact they would have on the data set. Imputation occurred when values
affected the complete dataset yet removal took place when values did not significantly
affect it. The process to encode categorical variables including Product Category and
Payment Method and Gender enabled numerical compatibility for machine learning
application. The data preprocessing procedures improved data reliability for successful

deployment of customer segmentation and predictive modeling operations.

This dataset enables the study to reveal consumer purchase behaviors for predicting
sales variation and enhancing retention strategy effectiveness using machine learning

model techniques.

3.2 Data Preprocessing

Any machine learning project requires data preprocessing because it makes the dataset
suitable for analysis by preparing it to be clean and structured. The procedures at this
phase include data cleaning alongside categorical variable conversion to numbers and
usage of StandardScaler for feature normalization. Standardized input data through
proper preprocessing yields increased accuracy and performance of machine learning

models because it simplifies algorithm understanding.

3.2.1 Handling Missing Values

Data preprocessing encounters one primary challenge when processing missing value
data. Different system malfunctions along with errors in data collection and incomplete
data entry create instances of missing values. Unmanaged missing values have two
detrimental consequences on model performance which consists of introducing biasses
while decreasing training data availability. The study employed specific detecting and
managing procedures for dealing with missing values according to variable type. The
mean value for each numerical column served as the substitution rate for filling missing
values in those columns. The process of substituting missing categorical data points
with the prominent category is referred to as mode imputation. Conflicting data points
were eliminated from analysis when the amount of missing data made estimation
unreasonable and preserved the data quality through bias minimization methods
(Gracia-Gill et al., 2024).
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3.2.2 Converting Categorical Variables into Numerical Format

Many machine learning algorithms need numerical data as input so researchers need to
perform transformations which convert categorical variables to usable numeric formats.
Due to the model requirements this research uses the dataset with the categorical
features including Product Category together with Payment Method and Customer Type
that must be transformed into numerical data for model input. The encoding methods
depended on the categorical variable type. The categorical variables received One-hot
encoding treatment because this encoding method produces distinct binary fields for
each category and maintains complete information without inferring any sequence
order. The encoding process used labels for variables that had an existing ranking
system such as Customer Type (defined as "New" or "Returning") which resulted in
numerical values for 0 and 1. The encoding processes maintain accurate model
interpretation of categorical information while preventing ranking-based bias from
affecting the analysis.

3.2.3 Feature Scaling Using StandardScaler

A crucial preprocessing step that guarantees every numerical feature contributes equally
to the model's learning process is feature scaling. When features have different scales of
magnitude in the dataset unscaled distances affect model calculations of K-Means
Clustering and Random Forest. StandardScaler from Scikit-Learn library normalized the
numerical features in this approach. StandardScaler applies data normalization by both
subtracting the mean values then dividing them with standard deviation which creates
standard normal distributions with mean values set to O while standard deviations
become 1. Standardization operations enhance both the performance speed of machine
learning systems while preventing dominant behaviors from appearing because of
feature scaling disparities. The model performance gained an improvement because
numerically scaled features like Recency and Frequency and monetary value and total
purchase amount required distribution standardization through this process (Zheng and
Casari, 2018).

Before starting machine learning applications one needs to perform data preprocessing
to create a dataset that is tidy and organized. StandardScaler enabled the transformation
of the dataset through missing values treatment as well as categorical variable

conversion to numerical scales before machine learning models could proceed. Through
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preprocessing we enhance both the accuracy and execution speed of our models while

making insights derived from analysis both usable and dependable.

3.3 Exploratory Data Analysis (EDA)

Exploratory Data Analysis (EDA) is the main emphasis of the research process before
using machine learning models in order to fully understand the dataset. Through data
analysis patterns become visible while anomalies become detectable and the data
remains of high quality. Primarily this section identifies three main analytical elements
which include age distribution analysis and seasonal and trend assessment together with
popular product category observation. These insights establish complete knowledge
about how customers behave during purchasing events and which products they favor

most.

3.3.1 Age Distribution (Histogram)

The strategy of marketing targets depends heavily on customer age group like must
have knowledge for businesses. The histogram contains information which illuminates
the age distributions present in the collected data samples. Through this distribution
method business obtain knowledge about which age segments their customers fall
within between young adults and middle-aged customers up to older consumers. The
business should use digital strategies for marketing to younger customers because older
customers need traditional marketing methods. An analysis of age distribution helps
businesses determine how representative their customer base is and which customer
ages are underrepresented in the dataset. The business needs this data to optimize their
products and promotional tactics toward customer demographics based on their

preferences and needs (Kabir, 2025).

3.3.2 Seasonality and Trend Analysis (Line Plots)

Time brings changes to sales patterns because of seasonal effects and market tendencies
combined with external factors that include promotional occasions and special holidays.
Businesses can use line plots to discover seasonal patterns and customers' purchasing
trends and cyclical buy-sale behavior through time. Businesses should examine seasonal
trends to determine high and low sales times which helps them enhance their inventory

planning and marketing strategies and price optimization. Businesses that observe high
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sales during holiday periods should enhance stock amounts while implementing specific

promotional methods during these seasons (Kasim et al., 2024).

Understanding how the business fares long-term requires identifying natural patterns
which will reveal its expansion or decline and stability rate. Business expansion and
growing customer engagement emerge from a continuous upward sales pattern but a
downward pattern signals crucial market problems including reduced customer interest
and weak marketing approaches and rising competition. Businesses can use trend
analysis to create sales projections and produce data-based choices that support
enduring expansion. Companies can enhance customer satisfaction and profit by
employing the data-driven demand information to adjust their marketing operations and

operational strategies.

3.3.3 Popular Product Categories (Count Plot)

Analyzing the distribution of product categories purchased by customers provides
valuable insights into consumer preferences and market demand. Product categories
displayed through a count plot reveal both the categories with highest sales numbers and
those with diminished popularity. Businesses benefit by focusing on highly demanded
products because it helps them optimize marketing strategies and strengthen
performance of their bestsellers. The business strategy focuses on developing
electronics or fashion categories further while giving customers discounts and

promotions since these categories deliver the most sales (Swain et al., 2022).

During inventory management businesses benefit from product category popularity data
to improve their forecasting capabilities. Having well-stocked inventory depends on
observing predictable high selling patterns in particular categories. The management of
less popular categories includes combining them with successful items to maximize
profitability because low-demand products need evaluation for potential discontinuation
or consolidation with high-performing products. Businesses can use the identification of
temporal shifts in customer preferences to adopt current market patterns and develop

new commercial products which match shifting customer expectations.

Exploratory Data Analysis (EDA) generates essential findings regarding customers'
statistics together with their purchasing behaviors and product preference patterns. An
age distribution histogram allows businesses to discover their core customer

demographics in order to make strategic marketing decisions. Seasonality analysis
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together with trend assessment enables businesses to locate their peak and low sales
seasons which allows them to optimize operational procedures and marketing
campaigns. The product category analysis reveals customer choices so organizations
can concentrate their operations on their most successful business segments. Machine
learning models become more effective because of these insights which boost customer
segmentation and sales prediction capabilities to drive business growth as well as

customer satisfaction rates.

3.4 Customer Segmentation Using K-Means

A key component of business analytics is customer segmentation, which enables
companies to group customers according to their engagement and purchase behaviors.
By analyzing significant transactional and behavioral data, the researchers use K-Means
clustering to break customers into distinct, identifiable groups. Businesses require the
K-Means algorithm as one of their main choice for unsupervised learning to partition
data into preset cluster numbers while maintaining meaningful similarities between
cluster members. The approach allows organizations to develop specialized marketing
plans which enhances both customer loyalty and enhances their sales operations.

3.4.1 Feature Selection for Clustering

Choosing the most pertinent attributes is crucial to the success of consumer
segmentation. Recency, frequency, and monetary (RFM) values are the primary
characteristics used in the study for grouping. Due to its effectiveness the recency
indicator reveals how long ago a customer made their latest purchase along with their
retention point. The customer’s purchasing consistency emerges from Frequency since
it shows the complete number of transactions they completed. Monetary value indicates
the complete financial expenditure of customers to identify both high-spending and low-
spending customers. RFM values offer complete customer behavior knowledge through

their combination into a single analysis method.

3.4.2 Standardization of Features

Since the selected features (Recency, Frequency, and Monetary) have different scales, it
is essential to standardize them before applying the K-Means algorithm. The
StandardScaler function implemented in Scikit-learn serves to normalize data so that

each feature maintains an equivalent impact on cluster analysis. Standardization proves
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essential for K-Means analysis since the algorithm uses Euclidean distance that reacts
significantly to changes in feature scale. Standardization is essential because attributes
with high numeric values (such as Monetary) otherwise would control the clustering
process to generate biased outcomes. Standardization enables better accuracy and
reliability in customer segmentation through its process of converting all variables into

a shared measurement scale.

3.4.3 Determining the Optimal Number of Clusters (Elbow Method)

Choosing the ideal number of clusters (K value) is one of the most difficult problems in
K-Means clustering. We employ the Elbow Method to determine the proper cluster
number for our data. The WCSS metric is calculated as K-Means executes at various K
values from 2 to 10 to identify an optimal cluster number through the Elbow Method.
The WCSS represents the mathematical aggregate of all cluster member point-to-
centroid distance measurements squared. When the cluster number increases the WCSS
value decreases until the point where additional clusters yield very small changes in
WCSS. The WCSS decline rate slows down considerably at the point known as the
elbow place which identifies the optimum cluster count. The identified point achieves
an optimal clustering degree which avoids both excessive and deficient partitioning of

data points.

3.4.4 Applying the K-Means Algorithm

The K-Means technique is used to divide customers into discrete groups once the ideal
number of clusters has been established. Each customer is placed into the nearest cluster
centroid through the iterative process that works to reduce intra-cluster variance.
Categorization of customers terminates when the centroids demonstrate stability
because they ultimately position every customer correctly in their most fitting group.
The clustering groups multiple customers whose buying habits resemble each other into
unique segments. Low-value occasional customers form one cluster while the second
group contains regular loyal customers who spend a lot. Businesses apply customer
segmentation results for designing tailored marketing efforts and strengthening their

customer interactions.

3.4.5 Visualizing Clusters (2D & 3D Plots)

To interpret the clustering results effectively, visualizations are used to display

customer segmentation patterns. The Recency and Monetary values serve as axes in a
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2D scatter plot to represent different clusters through colored markers. The visual
display helps organize customers into groups through their buying behavior and latest
purchase times. The Frequency attribute added to generate a 3D scatter plot offers an
enhanced understanding of customer segmentation patterns. The 3D format lets business
operators investigate multiple pattern interactions and track connections between
variable behaviors. The graphical representations assist the K-Means outcome
interpretations to support effective business decision making processes.

K-Means clustering enables businesses to obtain important customer group insights by
creating meaningful classifications that match customer purchasing activities.
Standardization of data alongside the Elbow Method selection of clusters and two-
dimensional and three-dimensional visualizations effectively help businesses to
understand their customer demographic better. Segmentation techniques enable entities
to design specific marketing plans which boost both customer satisfaction rates along

with revenue growth projection.

3.5 Sales Prediction Using Machine Learning

Sales prediction is essential for business decision-making, helping optimize inventory
and marketing strategies. The predictive model utilizes Random Forest Regressor,
Gradient Boosting Regressor, Support Vector Regressor, and Linear Regressor which
are machine learning method to generate sales forecasts from historical data. The initial
stage selects important variables from Recency, Frequency, Monetary Value and Total
Purchase Amount followed by one-hot encoding the categorical data prior to
continuation. The dataset becomes divided into training segments which contain 80%

while another 20% serves as testing data for trustworthy evaluation purposes.

In order to improve accuracy and reduce the risk of overfitting, a Random Forest
Regressor employs numerous decision trees during training. Three primary regression
metrics—Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and R-
squared (R?)—are analyzed to assess the effectiveness of the trained model. When the
R-squared number climbs and both the MAE and RMSE fall, the model prediction

accuracy increases.

The sales prediction model delivers accurate forecasts however data improvements can

be achieved by optimizing hyperparameters along with feature modifications and
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additional external data acquisition. The potential future development of the forecasting
system will merge real-time sales prediction with external data like economic indicators
and seasonal patterns. A data-driven methodology through machine learning supports

businesses with informed decision-making framework for sales prediction.

3.6 Churn Prediction Using Classification Model

Churn prediction helps businesses retain customers by identifying those likely to stop
engaging. The Random Forest Regressor, Gradient Boosting Regressor, Support Vector
Regressor, and Linear Regressor predicts customer churn rates through RFM behavior
pattern analysis (Recency Frequency Monetary). During pre-processing the dataset
receives treatment for missing values and feature scaling happens before beginning

model training.

This project selects these models because it benefits from extensive dataset management
and overlaps reduction capabilities. Special attention throughout the model evaluation
focuses on raising performance for detecting churn customers while evaluating the
models using Accuracy, Precision, Recall and F1-score metrics. The model needs
improvement in its Recall metrics because of generated class imbalance so
implementing SMOTE oversampling together with class weight optimization will

enhance its performance.

The model delivers excellent results in identifying customers who stay but fails to
identify those who churn. The acquired insights serve organizations to establish targeted
marketing frameworks together with loyalty initiatives alongside customer interaction
methods. Future model enhancements will require an assessment of Neural Networks

together with XGBoost implementation to achieve increased prediction accuracy.

3.7 Flowchart Overview
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Figure 3.2: Complete flowchart of methodology

The flowchart as shown in Figure 3.1, demonstrates an organized method for
conducting customer analysis through ML-based techniques. The methodology starts by
importing the datasets that exist on Google Drive. The data processing phase handles
missing values followed by categorical variable encoding and numerical feature scaling
so that the analysis achieves higher performance results. The subsequent data analysis
phase includes EDA procedures that reveal meaningful insights about customer
behaviors together with patterns and trends within the dataset after preliminary data
cleaning. The evaluation process begins with EDA and moves into separate sections for
customer segmentation and both sales prediction and churn prediction thereafter. The K-
Means clustering algorithm creates distinct groups that unite customers who have
similar attributes. The Random Forest Regressor uses training to make predictions about
sales which enables business forecasting of revenue development. A Random Forest
Classifier operates simultaneously for detecting customers who will depart as part of

churn prediction. The analysis results produce practical recommendations which include
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finding key customer segments for better marketing strategy optimization. The process
ends with executing the gained insights to improve both business decision quality and
customer loyalty.

3.7 Software and Hardware Requirement

Table 3.1: System Specification for Analysis

Component Specification

CPU Intel(R) Core(TM) i5-7300U CPU @ 2.60GHz
RAM 16 GB

Operating System Windows 10 (64-bit)

Programming Language | Python 10.13

IDE Google Collab
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CHAPTER 4: EVALUATING PREDICTIVE
PERFORMANCE AND BUSINESS IMPACT

4.1 Exploratory Data Analysis (EDA) Results
Exploratory Data Analysis (EDA) is essential to understand the structure and
distribution of the dataset. The analysis focused on seasonality, trends, and patterns in

customer purchasing behavior.

4.1.1 Seasonality and Trends in Sales
The time-series analysis of monthly sales trends reveals distinct seasonal fluctuations in

total purchase amounts as shown in figure 4.1.
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Figure 4.5: Interpretation of seasonality
A recurring pattern indicates that sales tend to rise in specific months, likely due to
seasonal shopping trends, promotions, or holidays. The line plot of monthly seasonality
shows noticeable peaks and troughs, suggesting that customer purchasing behavior is
influenced by external factors such as sales events, economic conditions, or holidays as

shown in Figure 4.2.
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Figure 4.6: Seasonal Variation by Month

The overall trend analysis indicates a relatively stable trajectory with minor fluctuations.
Unlike strong seasonal variations, the long-term trend does not show significant upward
or downward movement, implying that the business experiences consistent demand
throughout the year. This suggests that external promotional strategies and targeted

campaigns could help improve sales during lower-activity periods.

4.1.2 Patterns in Product Category Preferences

The analysis of popular product categories reveals that certain categories experience
higher sales volumes than others. The bar chart illustrating product category distribution
shows that a few dominant categories account for the majority of purchases as shown in
figure 4.3. This suggests that customers prefer specific products, which can help

businesses tailor inventory management and marketing strategies.
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Figure 4.7: Business insights from popular product categories
o Cluster 0: Represents high-value customers who purchase frequently, spend
large amounts, and have recent transactions. These customers are crucial for

business sustainability and should be targeted with loyalty programs.

o Cluster 1: Comprises moderate-value customers who purchase less frequently
but still contribute to overall revenue. Personalized promotions can help increase

their engagement.

e Cluster 2: Includes low-frequency buyers with sporadic purchases. Strategies
such as targeted discounts and marketing campaigns can encourage more

engagement.

o Cluster 3: Represents inactive customers who have not made recent purchases.
Businesses should focus on re-engagement strategies such as email reminders,

discounts, or personalized recommendations

Furthermore, the purchase frequency distribution provides insight into how often
customers make repeat purchases. A highly skewed distribution indicates that most
customers buy infrequently, while a smaller group of highly engaged customers
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contributes significantly to revenue. Identifying and retaining these high-value

customers is crucial for long-term business growth.

4.2 Customer Segmentation Results

Customer segmentation was performed using the K-Means clustering algorithm,

categorizing customers into four distinct clusters based on Recency, Frequency, and

Monetary (RFM) values.

4.2.1 Cluster Characteristics and Interpretation

The 3D visualization of K-Means clustering provides insight into how customers are
grouped based on purchasing behavior. The scatter plot shows well-defined clusters,

indicating that the segmentation process effectively differentiated customer groups as

shown in figure 4.4.
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Figure 4.8: Interpretation of 3D K-Means cluster plot
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A 3D K-Means clustering plot displays visual customer segmentation data through three
essential variables which include Monetary values and Frequency numbers alongside
Cluster types. The visualization displays customers through points which differentiate

their clusters using different color schemes.

The graphical representation includes three cluster groups. Customers within the yellow
cluster (Cluster 2) possess the highest monetary worth because they conduct numerous
large-scale transactions frequently. The purple cluster (Cluster 0) contains customers
who spend at a moderate level yet make fewer purchases thus showing themselves as
occasional yet impactful purchasers. The customers who fall into the teal cluster
(Cluster 1) demonstrate both limited spending amounts along with limited purchasing
frequency indicating that these buyers are either careful with their budget or buy
products infrequently.

These visualization results enable companies to establish client classifications for
strategic marketing management. Businesses should offer loyalty programs and
exclusive offers to their high-value customers who belong to Cluster 2 while launching
re-engagement campaigns to attract the lower-frequency customers from Cluster 1.
Organizational marketing strategies and customer retention see improvement because of

the segmentation findings.

4.2.2 Business Recommendations Based on Clusters

The customer segmentation analysis confirms why organizations need to adjust their
marketing approaches for different audience segments. Priority service along with
loyalty benefits and personalized marketing goes to high-value customers and inactive
customers require re-engagement initiatives. Segmentation output enables better
decision-making regarding customer relationship management through data-based

approaches.

4.3 Sales Prediction Performance

In this study, a sales prediction model was developed to estimate Total Purchase
Amount using four different regression techniques: Linear Regression (LR), Support
Vector Regressor (SVR), Gradient Boosting Regressor (GBR), and Random Forest
Regressor (RFR). The performance of each model was evaluated using three key
metrics: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and R2 Score.
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Table 4.2: Model Based Sales Prediction

Model MAE RMSE R? Score
Linear Regression 26.89 46.01 0.999
Support Vector Regressor 13.97 52.03 0.999
Gradient Boosting Regressor 443.68 510.22 0.871
Random Forest Regressor 0.15 0.20 1.000

The results indicate that both Linear Regression and Support Vector Regressor achieved
near-perfect R2 scores (0.999), suggesting overfitting. Despite their seemingly low error
values, these models likely memorized the training data rather than learning meaningful
patterns, leading to poor generalization on unseen data. Similarly, the Random Forest
Regressor recorded an unrealistic R2 score of 1.000 with extremely low error values
(MAE = 0.15, RMSE = 0.20), further confirming overfitting. This implies that Random

Forest, in this case, failed to generalize and instead memorized the dataset completely.

Conversely, Gradient Boosting Regressor (GBR) demonstrated the most balanced
performance, with an R? score of 0.871, MAE of 443.68, and RMSE of 510.22. While
its error values were slightly higher than the other models, this is expected since it did
not overfit the data. The GBR model successfully captured underlying sales patterns and
provided a robust predictive capability, making it the most reliable choice for real-world

forecasting.

To further improve prediction accuracy, additional feature engineering techniques, such
as incorporating customer segmentation data, seasonal sales trends, and external market
indicators, can be explored. Additionally, advanced ensemble models such as XGBoost
and LightGBM could be tested for optimizing the trade-off between accuracy and

computational efficiency.
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4.4 Churn Analysis Results

Customer churn prediction plays a critical role in identifying potential drop-off
customers, enabling businesses to implement retention strategies. This research
analyzed customer churn using four different models: Gradient Boosting Classifier,
Random Forest Classifier, Logistic Regression, and Support Vector Machine (SVM).
The models were trained using key customer attributes such as Recency, Frequency,

Monetary value, Returns, and Age to predict whether a customer is likely to churn.

4.4.1 Model Performance and Evaluation

The performance evaluation of the churn prediction models was conducted using
accuracy, ROC-AUC score, precision, recall, and F1-score. The Gradient Boosting
Classifier emerged as the best model, achieving an accuracy of 73.38% and an ROC-
AUC score of 0.7972. These results indicate that the model can effectively differentiate

between churned and non-churned customers.

Table 4.3 provides a detailed comparison of the models. The Random Forest Classifier
achieved a slightly lower accuracy (72.25%) but had the highest ROC-AUC score
(0.8019), indicating that it was strong in ranking customers by churn probability.
However, its overall precision-recall balance was slightly lower than Gradient Boosting,

making the latter the preferred model.

Table 4.3: Classification Report based on Random Forest

Model Accuracy | ROC- Precision | Recall | F1-

AUC Score
Gradient Boosting Classifier | 0.7338 0.7972 0.76 0.73 0.73
Random Forest Classifier 0.7225 0.8019 0.72 0.72 0.72
Logistic Regression 0.5041 0.5059 0.50 0.50 0.50
Support  Vector  Machine | 0.5039 0.5063 0.50 0.50 0.50
(SVM)

In contrast, Logistic Regression and SVM failed to provide meaningful predictions,

with accuracy scores close to 50% and an ROC-AUC score near 0.50. These results
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indicate that they performed no better than random guessing, making them unsuitable

for churn prediction in this dataset.

The precision, recall, and Fl-score were also analyzed to assess the model’s

classification capability:

e Class 0 (Non-Churned Customers): The Gradient Boosting model achieved
68% precision and 89% recall, meaning it correctly identified most non-churned

customers while minimizing false negatives.

e Class 1 (Churned Customers): The model achieved 84% precision and 57%
recall, indicating that it effectively identified many at-risk customers but still

had room for improvement in recall.

The results highlight Gradient Boosting as the best-performing model for churn

prediction, demonstrating the highest balance between accuracy and generalization.

The findings suggest that businesses can proactively engage customers identified as
high-risk for churn using personalized marketing strategies, retention programs, and
improved customer support. Since the recall score for churned customers was 57%,
additional improvements such as feature engineering, incorporating real-time
engagement data, and fine-tuning hyperparameters could further enhance the model’s
predictive power.

Additionally, exploring ensemble methods like XGBoost or LightGBM may yield
further accuracy improvements while maintaining computational efficiency. Future
research should also consider integrating customer sentiment analysis, purchasing

behavior patterns, and external market factors to refine churn prediction models.

4.4.2 Interpretation of Churn Factors

Several insights were derived from the churn prediction analysis, identifying key factors

influencing customer retention:

e The analysis showed that customers who had gone without purchasing showed
increased risk of leaving the company. An active customer period becomes an

indicator that shows higher chances of complete customer disengagement.
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The customer practice of returning items frequently led to an increased risk of
exiting since they typically remained dissatisfied about product quality.
Organizations must address return-related problems to generate better customer

satisfaction results.

Customer loyalty increased when customers engaged in frequent small
purchases yet large single-buyer transactions exposed them to a higher risk of
leaving the company. Organizations should prioritize customer contact
frequency above making high-value deals as their key strategy for business

retention.

4.4.3 Business Recommendations for Churn Prevention

Based on these findings, several actionable recommendations can be implemented to

reduce churn and improve customer retention:

Personalized Engagement Strategies: Businesses need to use customer data
when creating specific discounts and offers while giving personalized
recommendations to users who show indicators of leaving. Thorough customer

engagement leads to repeat orders that help strengthen brand customer relations.

Enhancing Customer Support and Return Policies: Companies need to
simplify return procedures and enhance product quality together with elevated

customer service for lowering the likelihood of customer turnover.

Loyalty and Rewards Programs: Establishing customer loyalty programs
together with membership perks and special incentives serves to enhance
customer retention statistics. Regular rewards to loyal customers both
strengthens customer-brand attachment and lowers the chance of customers

leaving.

The implementation of these strategic plans allows organizations to capitalize on churn

prediction knowledge when reaching at-risk clients thus improving satisfaction and

achieving enduring profitability. Random Forest Classifier demonstrates exceptional

functionality in churn prediction which positions it as a powerful instrument for

customer relationship management decision strategies.
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CHAPTER 5: CONCLUSION AND FUTURE WORK

5.1 Conclusion

This study successfully demonstrated the effectiveness of machine learning techniques
in customer segmentation, sales prediction, and churn analysis. The application of
various models provided insights into customer behavior, enabling businesses to

develop targeted marketing strategies and retention policies.

The churn prediction analysis highlighted Gradient Boosting Classifier (GBC) as the
best-performing model, achieving an accuracy of 73.38% and an ROC-AUC score of
0.7972. This model effectively distinguished between churned and non-churned
customers, outperforming alternative models such as Random Forest (72.25% accuracy,
0.8019 ROC-AUC), Logistic Regression (50.41% accuracy), and Support Vector
Machine (50.39% accuracy), which exhibited weak predictive power. The precision-
recall balance in GBC suggests that businesses can leverage this model to identify at-

risk customers and implement proactive retention strategies.

For customer segmentation, the K-Means clustering algorithm successfully classified
customers into distinct segments based on Recency, Frequency, and Monetary (RFM)
values. The 3D visualization of purchasing behavior provided deeper insights into
market segmentation, identifying a high-value customer group crucial for business
growth. This segmentation enables businesses to implement personalized marketing

campaigns, loyalty programs, and targeted re-engagement strategies.

The sales prediction results demonstrated that Gradient Boosting Regressor (GBR)
provided the most reliable forecasts, achieving an R2 score of 0.871, indicating strong
predictive capability without overfitting. Other models, including Linear Regression,
Support Vector Regressor, and Random Forest Regressor, showed overfitting
tendencies (R? = 1.000), making them less suitable for real-world predictions. The GBR
model can be further improved by integrating additional customer behavior metrics,

seasonal trends, and real-time purchase data.

Additionally, seasonality analysis revealed periodic variations in customer purchasing
behavior, emphasizing the importance of time-based marketing strategies and inventory

management. By leveraging machine learning, businesses can align promotional
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campaigns with peak demand periods, ensuring improved customer engagement and

revenue optimization.

This study was conducted using Google Colab and Python libraries such as Pandas,
NumPy, Matplotlib, Seaborn, and Scikit-learn, facilitating efficient data preprocessing,
visualization, and model training. Future work can explore ensemble learning
techniques such as XGBoost and LightGBM, incorporate real-time customer interaction
data, and utilize deep learning architectures for enhanced predictive accuracy. The
insights gained from this study demonstrate the real-world applicability of machine

learning in customer behavior analysis and business decision-making.

5.2 Future Work

Although the model demonstrated promising results, there is considerable scope for
improvement and expansion in future research. Several deep learning models including
Recurrent Neural Networks (RNNs) and transformers should be implemented because
they enhance prediction accuracy by recognizing sophisticated behavioral patterns in
customer activities. Improving the model's performance can be achieved through the
implementation of advanced feature engineering methods that examine customer

feedback sentiments.

Real-time data processing techniques should be applied to static churn outcomes to
enable proactive retention strategies and dynamic churn predictions. Companies can
develop instant customer-based decisions through the implementation of TensorFlow

Serving streaming data frameworks.

By extending the available data to include demographic characteristics as well as social
media engagement metrics together with outside market circumstances the predictive
model would become more resilient. A combination of multiple algorithms that includes
decision trees and support vector machines (SVMs) and deep learning should be used

for better classification results through algorithmic synergy.

The findings of this research proved that machine learning techniques are suitable for
customer segmentation and churn prediction while providing accurate results and
meaningful cluster groups. The capability of predictive modeling will improve along
with sophisticated modeling methods and a broader dataset thus enabling businesses to

extract even more valuable information about customer retention and engagement.
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Introduction

During recent years, artificial intelligence has seen a rise in practical applications in various
industries such as healthcare, education, engineering, sales, entertainment, and transport
(Bajaj et al. 2020). Machine learning, a branch of Al has also gained significant popularity
in the marketing industry due to the vast amount of data that can be utilized to gain
valuable insights that can drive important decisions for an organization’s profitability and

understanding of consumer behaviour.

Interestingly, this amount of data is expected to increase as more businesses use digital
marketing to expand their operations (Boone et al. 2019). Forecasting sales allows
businesses to gain meaningful insights for inventory management, budgeting, operational
planning, and strategic decision making (Lau et al. 2018). It is an imperative step for
strategic planning and making astute business decisions. As an e-commerce business
becomes dependant on digital marketing platforms, using forecasting based on data analysis

becomes crucial to maintain competitiveness (Cham et al., 2022)

Although traditional customer segmentation, which involves classifying a business's
customer base into unique strata based on shared attributes and sales forecasting has
contributed to successful business decisions in the past they are becoming increasingly
obsolete (Turkmen 2022) in the present business context of digitalisation due to the rapidly
changing demands of consumers. Such methods depend on a repository of past data
combined with situational judgement decisions made by sales personnel along with
analysing the current market trends. While these approaches yield results, they are
essentially limited to the biasness of human input and interpretation, hence proving to be
less efficient (Venkataramanan et al. 2024). Furthermore, these approaches may not
account for variables such as changing consumer preferences, competitor activities, and
differing economic conditions. Using machine learning to segment customers enables
businesses to generate personalised profiles by analysing real time behaviour. These
approaches adapt to changes in the market more effectively than traditional methods
(Elhosseini 2023 et al. 2023).
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The ongoing discourse by researchers such as Venkatraman have determined that while
traditional approaches produce successful results when addressing factors such as evolving
consumer demands, these methods have a limiting reliance on historical data that is
formulated or derived from market dependent decisions by stakeholders ,especially in the
analysis of current market dynamics. However, Pandey and Elhosseini argue that the
application of advanced analytical technologies such as machine learning techniques can
provide a more nuanced approach to segmentation analysis of customers due to its capacity
to intuitively learn and adapt in real time to changes in consumer behaviour. This debate
extends and supports the notion that machine learning applications in ecommerce is a better
approach from conventional methods. Additionally, there exists substantial research on the
application of Al solutions in customer segmentation processes as well as sales prediction.
While the entities seem divergent in studies by Kasem et al (2023) and (Cheriyan et al.
2022), there is an evident gap that necessitates the combination of both process/concepts in

understanding the varying nature and impact of customers to businesses.

While there is substantial research on using artificial intelligence for customer
segmentation and sales prediction, they exist as separate entities of discussion in most
studies (V Kumar et al. 2018). Therefore, this gap needs to be addressed to understand the
varying nature and importance of the customers. Consequently, using the identified
segments of customers, e commerce businesses can predict their future purchase intentions
and patterns (Baati and Mohsil 2020). Doing so will enable the businesses to focus their
marketing efforts and relationship building measures with individuals that are highly likely
contribute to the business through frequent purchases and being brand ambassadors to bring
forth a positive reputation of the business in a challenging business environment (Khoa and
Huynh 2023).

1.1 Scope and Rationale

As artificial intelligence techniques evolve, a variety of techniques such as clustering,
classification, neural networks, decision trees and AdaBoost are employed to gain
meaningful insights from data and leveraging it to make informed business decisions. The

results of these techniques are utilised to enhance marketing efforts by businesses, leading
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to higher consumer engagement, and focused targeted marketing. The more concentrated
marketing efforts businesses make, the better strategies they will be able to employ for
achieving higher sales (Zulaikha et al. 2020)

Machine learning has the capability to process copious amounts of data efficiently and
produce models that can be applied in the e-commerce industry (Sharda et al. 2018). In this
context, customer segmentation and sales prediction are essential areas that benefit from
machine learning. This study intends to integrate both approaches as it will enhance sales
forecasting and gain an understanding of consumer purchasing patterns, enabling
businesses to make data driven decisions. The knowledge developed will bridge the gap
between sales prediction and customer segmentation, offering practical understanding for
enhancing marketing strategies, inventory management and tailored consumer experiences.
Businesses, science, and technology sector are adopting the much-needed use of the
machine learning techniques which has evolved into its reliance in fields such as
manufacturing, healthcare, education, financial modelling, and marketing (Jordan and
Mitchell 2020).

The scope of this research is confined to e-commerce due to the unprecedented challenges
and opportunities online businesses present (Hagberg et al. 2016). Unlike retail businesses,
online businesses often compete on a global scale and are not confined to a geographical
area. Additionally, customer retention in online businesses requires continuous

engagement, and personalised marketing.

Lastly, e-commerce businesses can use data analytics and machine learning to provide
personalised purchasing experiences, thus enhancing customer satisfaction and brand
loyalty (Zhang and Xiong 2024).

Therefore, the analysis investigates consumer behaviour in an online setting and the trends
seen in sales made within this domain. Although the findings of the research will be
suitable for online businesses only, the insights gained, and the methodology can be

generalised to various other industries with similar patterns of data
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The rationale for this research is derived from the growing necessity of e-commerce
businesses to acquire advanced techniques that focus on utilising data in a systematic way.
Traditional methods fail to keep track of the dynamic e-commerce business environment
and rapidly changing consumer interests, competitor tactics, and extrinsic factors. Machine
learning provides a powerful and meticulous alternative through the recognition of intricate
patterns in datasets with vast number of values, that tradition methods cannot comprehend.
Businesses can make focused decisions and marketing strategies based on accurate
segmentation of customers, thus enhancing consumer engagement and brand loyalty.
Additionally, reliable sales prediction models aid businesses achieve long term success
though the optimization of operational planning, budgeting, and systematic inventory
management. Although there is significant research on customer segmentation and sales
prediction individually, there exists a need to combine both aspects which is the purpose of

this research.

1.2 Study Aims

As the competition among businesses rises in the digital space, it is crucial for businesses to
leverage their data to reveal underlying trends and using the information revealed to modify
and refine their marketing efforts. This paper aims to investigate the influence of machine
learning in customer segmentation and sales prediction within the e-commerce industry. It
also focuses on evaluating the overall efficiency of machine learning in enhancing the

performance of a business
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1.3 Objectives

Determine which machine learning techniques are most effective to characterize e-
commerce customer segments
Evaluate the accuracy of the predictive sales model established using customer

segmentation data in forecasting sales

1.4 Research Questions

Which machine learning techniques are effective in customer segmentation and
sales predictions?

How do various data preprocessing procedures impact the performance of machine
learning algorithms?

What metrics are suitable for measuring the accuracy of the sales prediction model
derived from customer segmentation data?

What differences exist in the generated model's predictive accuracy between the

various customer segments included in the e-commerce dataset?
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Literature Review

Keywords Scopus Results

"Machine Learning” AND "Customer 3
Segmentation” AND "Sales

Prediction”

"Supervised Learning" AND 26
"Customer  Segmentation”  AND

"Sales Prediction”

"Sales  Prediction” AND  “E- 84
Commerce"

"Machine Learning” AND "Sales 188
Prediction”

"Consumer Behaviour" AND "sales 31
forecasting”

"Predictive Analytics" AND "Sales 3
Models"

"Customer  Segmentation”  AND 0
"Sales  Prediction” AND  "E-

Commerce"

"Random Forest® OR "Decision 68
Trees" AND "Sales Prediction”

"E-Commerce” AND  "Machine 34
Learning" not "Retail"

"Purchase History”™ AND "Customer 6

Segments"

The relationship between machine learning and e-commerce has grown to be an area of

increasing interest, particularly in view of customer segmentation and sales prediction.

Though both subjects have been widely researched separately, there is a dire need to

integrate them for optimal business results in the e-commerce industries.
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Customer segmentation is a process of separating customers into distinct groups with
identical behaviours and attributes for the purpose of focused marketing strategies. More
conventionally, the traditional ways of segmentation perform the task by considering
demographic, geographic, or psychographic data. However, with the development of
machine learning techniques, businesses can create dynamic insights in terms of consumer
behaviour. As Christy et al. (2018) mentioned, segmentation is fundamental to both
identifying customer needs and customising marketing effort. Their study extends the
recency, frequency and monetary (RFM) analysis to include more sophisticated algorithms
such as k-means clustering. It mentions that customer segmentation enhances the ability of
businesses to address diverse customer groups more effectively. However, while so doing,
it may limit them in traditional clustering methods and hence could suffer inability in

addressing real-time market shifts.

All forecasting, from a sales viewpoint, has conventionally been done using various
statistical methods that estimate future sales based on historical data. Although considered
effective in several cases, such methods fail to capture the essence of the evolving e-
commerce ecosystem, wherein customer behaviours are highly dynamic and driven by
numerous external factors. Singh et al. (2020) mentions that random forest and gradient
boosting are among the advanced models which perform efficiently in this domain.
Nonlinear relationships can be represented, and volume and complex data is managed with
greater predictiveness by these models. However, Bohanec (2017) highlights that while
extremely useful and accurate, the black box machine learning models (whose internal

working cannot be comprehended) pose a challenge due to their lack of interpretability.

Furthermore, different machine learning algorithms explored independently either for
segmentation or for forecasting rarely combine both holistic approaches. Turkmen (2022)
attempts to bridge this gap by incorporating k-means clustering into a statistical framework
to segment customers and predict sales in an e-commerce setting. Although this model
seems promising, it is limited by being based on a single clustering method. Exclusively
depending on k-means clustering, when the complexity of customer behaviour is rising may

lead to segmentation results that are overly simplified and cannot represent nuanced
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differences among customers, a concern similarly raised by Saxena et al. (2024). They go
further into a variety of clustering techniques, including hierarchical clustering and
DBSCAN, for a more robust framework of customer segmentation. However, as they
indicate, such models are not very promising in larger datasets since the problem arises
with visualization and interpretation. Another critical point of consideration is scalability
and flexibility of the models adopted. Raizada and Saini (2021) present the efficiency of
random forest and extra tree regression on Walmart data for sales prediction, and they have
received accuracy results above 98%. However, it does not take into consideration how
these models would generalize across industries with different data structures and consumer
behaviours. This remains a general problem in the literature: usually, the performance of
algorithms is assessed in particular contexts without afterthoughts about their adaptiveness

to general business environments.

Contrary to that, Liu et al. (2020) developed a more adaptive approach by proposing
logistic regression combined with XGBoost for predicting customer repurchase behaviour.
Their model overcomes an important weakness with traditional approaches since it
oversees imbalanced datasets very well, a frequent problem in e-commerce, since a small
percentage of customers drive a large percentage of sales. The study shows how machine
learning could be applied not only to predict what customers will do in the future but also
to develop better, targeted marketing initiatives, reinforcing the interdependence between

customer segmentation and sales prediction.

lastly, Cheriyan et al. (2022) study different regression-based techniques for sales
forecasting and report that random forest outperformed others, with an accuracy of 95.53%.
Yet such technocratic success does not resolve the conceptual weakness of the exclusive
use of regression-based techniques. As companies depend increasingly on real-time data,
regression models, which rely on the stability of the relationships between the dependent
and independent variables, cannot easily match the rhythm of the online commercial

environment.

The literature review indeed shows that machine learning achieved promising results both
in customer segmentation and sales forecasting, while the combination of the two fields has

not been well explored. It is further observed that there is a tendency to be focused merely
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on methodological performance; providing accuracy rates or error metrics, while the critical
issues of model interpretability, scalability, and cross-industry applicability are not
considered. In this regard, future studies are needed to be more complete in modelling and
integrating segmentation with prediction, exploiting the power of multiple algorithms to

provide an even finer understanding of customer behaviour and sales trends.
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Research Methodology
3.1 Research Philosophy

This study is based on scientific research using legitimate data, making realism the most
suitable philosophical approach. It follows a quantitative framework, relying on deductive
methods. The research does not consist of a hypothesis; however, it assumes a relationship
between customer sales and the segment they belong to. Various statistical and
mathematical tools will be used to analyse the data and draw conclusions from the
hypotheses (Ishtiag, 2019).

3.2 Research Approach

This study’s methodology is based on deductive reasoning which is considered as the key
component of a research approach based on positivism and objectivity. Deductive
reasoning moves from a general problem to a specific conclusion, following a logical
chronology of steps to determine whether a theory can be proven in particular
circumstances (Saunders et al, 2019). Although there is no hypothesis for this thesis,
deductive reasoning will apply as it involves a logical flow from prevalent rules to the
specific case of the viability of machine learning to segment customers and use the
aforementioned segments to predict future sales. However, a strict deductive approach may
neglect an investigation of other methods that could even further disclose the use of

machine learning for segmentation of customers and sales forecast.

The research will begin with the established principle that machine learning can manage an
extensive amount of data and leverage it to gain meaningful insights. It will then continue
with the proposition that machine learning techniques will use customer sales data to
predict their future purchases and split the customers into different categories based on their
purchase patterns. Lastly, based on the results of the previous steps, a discrete conclusion
can be drawn over the efficacy of machine learning and the specific techniques employed,

and their impact on a business’ future planning.
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3.3 Data Collection

This study will comprise of secondary data collected from University of California Irvine’s
machine learning repository website. It consists of an online retail dataset that portrays
sales records of customers made from several countries. The dataset was chosen for this
research due to a considerable number of records amounting to more than 54,000, ensuring
that the machine learning techniques used will have sufficient data to use, therefore

ensuring a comprehensive analysis and insightful findings.

11|Page



Data Analysis
4.1 Model Training

Once the data is prepared, it will run a series of machine learning methods for customer
segmentation such as K-means clustering, which has the ability to separate customers into
groups based on features such as purchasing behaviour, frequency of transaction and/or
amount spent (Jain, 2010). It will be used because it is effective in grouping similar
customers together according to their purchasing patterns. Hierarchal clustering may also
be employed to build a ranking of clusters which will aid in understanding the relationship
between customers at diverse levels. This approach allows an in depth understanding of
customers by creating a hierarchy of clusters (Embrechts et al. 2013), which aids in the
exploration of multi-level relationships among various consumer groups. Furthermore, this
gives a very fine-grained understanding of the association between different tiers of
customers, which is crucial while developing marketing strategies addressing various tiers
of customers. A recency, frequency and monetary (RFM) model can also be used to
determine how recently a customer made the purchase, how often they purchase and how
much monetary amount they spent. This will assist in providing a data driven and
systematic way to classify customers into segments pertaining to their purchasing patterns
(Dogan et al. 2018). The incorporation of the RFM model brings in consistency regarding
the segregation of customers. This model effectively quantifies customer value with direct
relevance to their purchasing patterns, which is paramount when using data to drive
marketing strategy. Through it, businesses can pinpoint the most valued customers and

concentrate their resources effectively in predicting sales.

Once the customer data is segmented into clusters, the sales prediction algorithms will be
executed. The chosen methods include linear regression which can predict sales using past
purchasing patterns and customer features from the clustering techniques (Morsi 2020).
This approach is chosen due to its ability to enhance data driven decision making and
efficiently encapsulates the relationship between sales and the factors that influence them.
Secondly, decision tree algorithm will be deployed to acquire the relationship between
customer features and the sales made. Decision trees will be used as they are an effective

means to capture complex non-linear data patterns in large data sets and provide a
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structured and interpretable model for decision-making (Mustakim et al. 2024). Since
decision trees are interpretable, businesses can be shown how each customer feature

influences sales and hence communicate findings with stakeholders easily.

Next, random forest regression method will be deployed to acquire to improve the
prediction accuracy by aggregating the results of multiple decision trees. This method is
expected to give a higher accuracy due to its ability to reduce overfitting, robustness, and
ability to generalize (Naik et al. 2022). The capability of this method to avoid overfitting
and generalize well to unseen data is essential in developing robust sales prediction models.
A more accurate prediction will enable a business to strategize its marketing efforts more
effectively and finally aid the research objective to leverage machine learning for business

optimization.

4.2 Performance Evaluation

To evaluate the effectiveness of the sales prediction model, evaluation techniques mean
absolute error (MAE) and root mean square error (RMSE) will be used. These metrics will
measure the difference between the actual and predicted sales, therefore indicating the
reliability and solidity of the machine learning model. If the values for RMSE and MAE are
lower, it will indicate accurate performance. This will indicate that the predictions made by

the model are closer to the actual sales figures.

4.3 Limitations

While the dataset used for this study provides a significant amount of data, it does contain

limitations.

Missing or Incomplete Data: Since this study uses a secondary dataset retrieved from an
online source, it is likely to contain missing or incomplete data which may negatively

impact the accuracy of the machine learning results.

Geographical Constraints: While the dataset contains a considerable amount of data, it is
confined to thirty-six countries, hence the results may not apply to other regions in the

world.
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Limited Historical Data: The dataset is likely to contain limited historical data, which may
limit the model’s capability to produce long term predictions or encapsulate the emerging

behaviour trends of customers.

K Means Clustering: K means clustering requires the number of clusters to be preset. This
can hinder the diversity of the customer segments and skew results. Despite this, it
performs efficient computation and segmentation when the optimal number of clusters are
identified.

The RFM model only has three variables (recency, frequency, and monetary value) which
may cause the results of consumer behaviour techniques to be superficial. However, it is an
elementary process which provides a swift approach to identify high-value customers, thus

making it an appropriate choice for initial segmentation.

Linear regression: This approach operates on assumptions of the relationships among
variables as being linear, which may not be accurate for the dataset being used as it
contains a wide array of rows with thousands of data entries. Despite this, it is a useful
method as it is simple to interpret, simplifying the understanding of the result of
independent variables on sales. Consequently, this can result in valuable insights for e-

commerce decision making.

5. Ethical Consideration

The secondary data used in this research is available online on University of California
Irvine’s machine learning repository and is open source. It is therefore available for
research purposes and using this data does not infringe the privacy of any individuals

whose sales data is recorded.
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Conclusion

The research emphasizes the increasing value of machine learning in e-commerce
businesses. It illustrates the process of identifying customers and using their purchasing
patterns to forecast the future demand, facilitating businesses to make strategic sales and
marketing decisions. As traditional customer segmentation and sales prediction methods
become obsolete in the rapidly evolving world, machine learning offers a robust and data
driven approach to this problem. Techniques such as hierarchical clustering and k means
clustering can provide a reliable mechanism for segmenting customers into distinct groups

that organisations can cater to according to their unique needs.

The significance of this study lies in its potential to transform the approach e-commerce
businesses take to understand their customers and predict future sales, resulting in

numerous significant contributions.

By combining customer segmentation and sales prediction, e-commerce businesses can
gain a deeper understanding of their consumers and their purchasing behaviour. Secondly,
the advanced segmentation approaches in this study can enable businesses to create
personalised customer experiences. This can lead to higher customer satisfaction and brand
loyalty. Also, by incorporating the two methods, this research has the capability to enhance

the forecast accuracy of sales.

Another crucial impact of this study is that the findings can be used in direct applications of
the e-commerce industry, which may result in the conception of exclusive strategies and
tools for customer relationship management and optimisation of sales. Lastly, the methods
proposed in this study can be applied to various e-commerce sectors and scaled to assist the

expanding convolution of online retail conditions.
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Figure 1: Dissertation |Timeline
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Appendix 1

Import Required Libraries

import pandas as pd

import numpy 2s np

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.cluster import KMeans

from sklearn.preprocessing import StandardScaler, LabelEncoder, MinMaxScaler
from sklearn.model selection import train_test_split,

from sklearn.ensemble import RandomForestRegressor, RandomForestClassifier

from sklearn.metrics import mean_absolute error, mean_squared_error, r2_score, accuracy_score, classification_report, roc_auc_score

from imblearn.over sampling import SMOTE
from mpl toolkits.mplot3d import Axss3D

Load and Preprocess Dataset

# Google Drive file ID
file_id = "1I1a109pI_quKk-SiP-qwloDtexdMeaQs”
dataset_url = f"https://drive.google.com/uc?id={file_id}"

# Load the dataset
data = pd.read_csv(dataset_url)

# Convert 'Purchase Date’ to datetime format
data[ 'Purchase Date'] = pd.to_datetime(data[ 'Purchase Date'])

# Check for missing values
print("Missing Values:\n", data.isnull().sum(})

# Fill or drop missing walues if any
data.fillna(@, inplace=True)

# Ensure 'Total Purchase Amount' is numeric
data[ 'Total Purchase Amount'] = pd.to_numeric(datal 'Total Purchase Amount'], errors='coerce’)
data[ 'Total Purchase Amount’].fillna(@, inplace=True)

# Encode categorical variables

label encoders = {}

for column in ['Product Category®, 'Payment Method', 'Gender', 'Customer Name']:
le = LabelEncoder()
data[column] = le.fit_transform(data[column])
label encoders[column] = le

# Derive new features

latest date = data['Purchase Date’].max()

data[ 'Recency’] = (latest_date - data[ 'Purchase Date']).dt.days

data[ 'Monetary'] = data[ 'Total Purchase Amount']

data[ 'Frequency'] = data.groupby( ' Customer ID")['Customer ID'].transform( count")

# Aggregate data for customer-level analysis
customer_data = data.groupby( Customer ID').agg({
"Recency': 'min°,
[1s] 'Freguency’: "max',
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'Monetary’: ‘sum’,
‘Age': 'mean’,
‘Churn®: "max’,

"Returns’: 'sum
}).reset_index()

# Standardize features for clustering
scaler = StandardScaler()
scaled features = scaler.fit_transform{customer_data[[ 'Recency’, 'Freguency’, 'Monetary']])

Missing Values:
Customer ID 2]

Purchase Date [}
Product Category [}
Product Price [}
Quantity 2]
Total Purchase Amount e
Payment Method [}
Customer Age a8
Returns 47596
Customer Name a
Age a
Gender 8
Churn a

dtype: inte4

Exploratory Data Analysis (EDA)

# Sales trend over time

plt.figure(figsize=(10, 5))

sales_trend = data.groupby(data['Purchase Date'].dt.to_period('M"))['Total Purchase Amount'].sum()
sales_trend.plot(kind="1line’, title="Sales Trend Over Time', color='blue’, marker='o")

plt.ylabel( 'Total Sales')

plt.xlabel('Time (Months)')

plt.grid(True)

plt.show()

# Monthly seasonality
plt.figure(figsize=(10, 5))
data[ 'Month'] = data[ 'Purchase Date'].dt.month
monthly seasonality = data.groupby('Menth')['Total Purchase Amount’].mean()
monthly_seasonality.plot(kind="line’', title="Monthly Seascnality in Sales', color='red', marker="o')
plt.ylabel('Average Sales')
plt.xlabel( 'Month")
plt.xticks(rangs(1, 13), ['Jan’, 'Feb’, "Mar’', "Apr’', 'May’', "Jun’,
"Jul', "Aug', 'Sep', 'Oct', 'Nov', 'Dec’'], rotation=45)
plt.grid(True)
plt.show()

# Popular product categories

plt.figure(figsize=(8, 5))

sns.countplot(x="Product Category', data=data, palette='viridis")
plt.title( Popular Product Categories')

plt.xlabel('Product Category')

plt.ylabel( ' Frequency")

25|Page



Customer Segmentation Using K-Means

# Apply K-Means clustering
kmeans = KMeans(n_clusters=3, random_state=42)
customer_data[ 'Cluster'] = kmeans.fit_predict(scaled_features)

# 3D Visualization of Clusters

fig = plt.figure(figsize=(8, 6))

ax = fig.add _subplot(111, projection="3d")

ax.scatter(customer_data[ "Menetary'], customer_data[ Frequency’], customer_data[ Cluster'],
c=customer_data[ 'Cluster'], cmap='viridis', marker="0")

ax.set_xlabel{ 'Monetary')

ax.set_ylabel{ ' Freguency’)

ax.set_zlabel{'Cluster')

plt.title("3D K-Means Clustering")

plt.show()

Sales Prediction Using Random Forest Regressor

# Define features and target variable
features = ['Product Price’, 'Quantity', 'Customer Age’, "Returns']
¥ = data[featuras]

y = data['Total Purchase Amount']

# Normalize data
scaler = StandardScaler()
X_scaled = scaler.fit_transform(X)

# Split dataset
X _train, X _test, y train, y test = train_test split(X scaled, y, test size=8.2, random state=42)

# Train Random Forest Regressor
rf_model = RandomForestRegressor(n_estimators=28@, max_depth=28, random_state=42)
rf_model.fit(X_train, y train)

# Predictions and evaluation
y_pred = rf_model.predict(X_test)

print("\nSales Prediction Model Performance:™)

print(f"MAE: {mean_absolute_error(y_test, y_pred):.2f}")
print(f"RMSE: {np.sqrt(mean_squared_error(y_test, y_pred)):.2f}")
print(f"R? Score: {r2_score(y_test, y pred):.3f}")
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Churn Prediction Using Random Forest Classifier

# Define features and target variable

churn_features = ['Recency’, 'Frequency’, 'Monetary', ‘Returns’, 'Age’]
X_churn = customer_data[churn_features]

y_churn = customer_data[ "'Churn']

# Normalize and handle class imbalance using SMOTE
scaler = MinMaxScaler()
X_scaled = scaler.fit_transform{X_churn)

smote = SMOTE(sampling_strategy="auto", random_state=42)
X_resampled, y_resamplad = smote.fit_resample(X_scaled, y_churn)

# Split dataset
X_train, X_test, y_train, y_test = train_test_split(X¥_resampled, y_resampled, test_size=8.3, random_state=42)

# Train Random Forest Classifier
rf_classifier = RandomForestClassifier(n_estimators=18@, max_depth=28, class_weight="balanced"”, random_state=42)
rf_classifier.fit(X_train, y_train)

# Predictions and evaluation
y_pred = rf_classifier.predict(X_test)
y_proba = rf_classifier.predict_proba(X_test)[:, 1]

print("\nChurn Prediction Mocdel Performance:™)

print(f"Accuracy: {accuracy score(y_test, y pred):.4f}")

print(f"ROC-AUC Score: {roc_auc_score(y_test, y_proba):.4f}")
print{"\nClassification Report:\n", classification_report(y_test, y_pred))

Insights and Recommendations

print("\nInsights:")

print("1. High-value customers are identified in Cluster 8.")

print("2. Targeted marketing can be applied to customers with low recency scores.")

print("3. Focus on retaining customers predicted to churn based on the classification model."™)
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