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 Introduction 

During recent years, artificial intelligence has seen a rise in practical applications in various 

industries such as healthcare, education, engineering, sales, entertainment, and transport (Bajaj 

et al. 2020). Machine learning, a branch of AI has also gained significant popularity in the 

marketing industry due to the vast amount of data that can be utilized to gain valuable insights 

that can drive important decisions for an organization’s profitability and understanding of 

consumer behaviour. 

 Interestingly, this amount of data is expected to increase as more businesses use digital 

marketing to expand their operations (Boone et al. 2019). Forecasting sales allows businesses 

to gain meaningful insights for inventory management, budgeting, operational planning, and 

strategic decision making (Lau et al. 2018). It is an imperative step for strategic planning and 

making astute business decisions. As an e-commerce business becomes dependant on digital 

marketing platforms, using forecasting based on data analysis becomes crucial to maintain 

competitiveness (Cham et al., 2022) 

 

Although traditional customer segmentation, which involves classifying a business's customer 

base into unique strata based on shared attributes and sales forecasting has contributed to 

successful business decisions in the past they are becoming increasingly obsolete (Turkmen 

2022) in the present business context of digitalisation due to the rapidly changing demands of 

consumers. Such methods depend on a repository of past data combined with situational 

judgement decisions made by sales personnel along with analysing the current market trends. 

While these approaches yield results, they are essentially limited to the biasness of human input 

and interpretation, hence proving to be less efficient (Venkataramanan et al. 2024). 

Furthermore, these approaches may not account for variables such as changing consumer 

preferences, competitor activities, and differing economic conditions. Using machine learning 

to segment customers enables businesses to generate personalised profiles by analysing real 

time behaviour. These approaches adapt to changes in the market more effectively than 

traditional methods (Elhosseini 2023 et al. 2023). 

 

The ongoing discourse by researchers such as Venkatraman have determined that while 

traditional approaches produce successful results when addressing factors such as evolving 

consumer demands, these methods have a limiting reliance on historical data that is formulated 



or derived from market dependent decisions by stakeholders ,especially in the analysis of 

current market dynamics. However, Pandey and Elhosseini argue that the application of 

advanced analytical technologies such as machine learning techniques can provide a more 

nuanced approach to segmentation analysis of customers due to its capacity to intuitively learn 

and adapt in real time to changes in consumer behaviour. This debate extends and supports the 

notion that machine learning applications in ecommerce is a better approach from conventional 

methods. Additionally, there exists substantial research on the application of AI solutions in 

customer segmentation processes as well as sales prediction. While the entities seem divergent 

in studies by Kasem et al (2023) and (Cheriyan et al. 2022), there is an evident gap that 

necessitates the combination of both process/concepts in understanding the varying nature and 

impact of customers to businesses. 

While there is substantial research on using artificial intelligence for customer segmentation 

and sales prediction, they exist as separate entities of discussion in most studies (V Kumar et 

al. 2018). Therefore, this gap needs to be addressed to understand the varying nature and 

importance of the customers. Consequently, using the identified segments of customers, e 

commerce businesses can predict their future purchase intentions and patterns (Baati and 

Mohsil 2020). Doing so will enable the businesses to focus their marketing efforts and 

relationship building measures with individuals that are highly likely contribute to the business 

through frequent purchases and being brand ambassadors to bring forth a positive reputation 

of the business in a challenging business environment (Khoa and Huynh 2023). 

1.1 Scope and Rationale 

As artificial intelligence techniques evolve, a variety of techniques such as clustering, 

classification, neural networks, decision trees and AdaBoost are employed to gain meaningful 

insights from data and leveraging it to make informed business decisions. The results of these 

techniques are utilised to enhance marketing efforts by businesses, leading to higher consumer 

engagement, and focused targeted marketing. The more concentrated marketing efforts 

businesses make, the better strategies they will be able to employ for achieving higher sales 

(Zulaikha et al. 2020) 

Machine learning has the capability to process copious amounts of data efficiently and produce 

models that can be applied in the e-commerce industry (Sharda et al. 2018). In this context, 

customer segmentation and sales prediction are essential areas that benefit from machine 

learning. This study intends to integrate both approaches as it will enhance sales forecasting 



and gain an understanding of consumer purchasing patterns, enabling businesses to make data 

driven decisions. The knowledge developed will bridge the gap between sales prediction and 

customer segmentation, offering practical understanding for enhancing marketing strategies, 

inventory management and tailored consumer experiences. Businesses, science, and 

technology sector are adopting the much-needed use of the machine learning techniques which 

has evolved into its reliance in fields such as manufacturing, healthcare, education, financial 

modelling, and marketing (Jordan and Mitchell 2020). 

The scope of this research is confined to e-commerce due to the unprecedented challenges and 

opportunities online businesses present (Hagberg et al. 2016). Unlike retail businesses, online 

businesses often compete on a global scale and are not confined to a geographical area. 

Additionally, customer retention in online businesses requires continuous engagement, and 

personalised marketing. 

Lastly, e-commerce businesses can use data analytics and machine learning to provide 

personalised purchasing experiences, thus enhancing customer satisfaction and brand loyalty 

(Zhang and Xiong 2024). 

 

 Therefore, the analysis investigates consumer behaviour in an online setting and the trends 

seen in sales made within this domain. Although the findings of the research will be suitable 

for online businesses only, the insights gained, and the methodology can be generalised to 

various other industries with similar patterns of data 

 

The rationale for this research is derived from the growing necessity of e-commerce businesses 

to acquire advanced techniques that focus on utilising data in a systematic way. Traditional 

methods fail to keep track of the dynamic e-commerce business environment and rapidly 

changing consumer interests, competitor tactics, and extrinsic factors. Machine learning 

provides a powerful and meticulous alternative through the recognition of intricate patterns in 

datasets with vast number of values, that tradition methods cannot comprehend. Businesses can 

make focused decisions and marketing strategies based on accurate segmentation of customers, 

thus enhancing consumer engagement and brand loyalty. Additionally, reliable sales prediction 

models aid businesses achieve long term success though the optimization of operational 

planning, budgeting, and systematic inventory management. Although there is significant 



research on customer segmentation and sales prediction individually, there exists a need to 

combine both aspects which is the purpose of this research. 

 

  

 

1.2 Study Aims 

As the competition among businesses rises in the digital space, it is crucial for businesses to 

leverage their data to reveal underlying trends and using the information revealed to modify 

and refine their marketing efforts. This paper aims to investigate the influence of machine 

learning in customer segmentation and sales prediction within the e-commerce industry. It also 

focuses on evaluating the overall efficiency of machine learning in enhancing the performance 

of a business 

 

1.3 Objectives 

• Determine which machine learning techniques are most effective to characterize e-

commerce customer segments 

• Evaluate the accuracy of the predictive sales model established using customer 

segmentation data in forecasting sales 

1.4 Research Questions 

• Which machine learning techniques are effective in customer segmentation and sales 

predictions? 

• How do various data preprocessing procedures impact the performance of machine 

learning algorithms? 

• What metrics are suitable for measuring the accuracy of the sales prediction model 

derived from customer segmentation data? 

• What differences exist in the generated model's predictive accuracy between the various 

customer segments included in the e-commerce dataset? 

 

 



Literature Review 

Keywords Scopus Results 

"Machine Learning" AND "Customer 

Segmentation" AND "Sales 

Prediction" 

3 

"Supervised Learning" AND 

"Customer Segmentation" AND 

"Sales Prediction" 

26 

"Sales Prediction" AND "E-

Commerce" 

84 

"Machine Learning" AND "Sales 

Prediction" 

188 

"Consumer Behaviour" AND "sales 

forecasting" 

31 

"Predictive Analytics" AND "Sales 

Models" 

3 

"Customer Segmentation" AND 

"Sales Prediction" AND "E-

Commerce" 

0 

"Random Forest" OR "Decision 

Trees" AND "Sales Prediction" 

68 

"E-Commerce" AND "Machine 

Learning" not "Retail" 

34 

"Purchase History" AND "Customer 

Segments" 

6 

 

The relationship between machine learning and e-commerce has grown to be an area of 

increasing interest, particularly in view of customer segmentation and sales prediction. Though 

both subjects have been widely researched separately, there is a dire need to integrate them for 

optimal business results in the e-commerce industries. 

Customer segmentation is a process of separating customers into distinct groups with identical 

behaviours and attributes for the purpose of focused marketing strategies. More conventionally, 



the traditional ways of segmentation perform the task by considering demographic, geographic, 

or psychographic data. However, with the development of machine learning techniques, 

businesses can create dynamic insights in terms of consumer behaviour. As Christy et al. (2018) 

mentioned, segmentation is fundamental to both identifying customer needs and customising 

marketing effort. Their study extends the recency, frequency and monetary (RFM) analysis to 

include more sophisticated algorithms such as k-means clustering. It mentions that customer 

segmentation enhances the ability of businesses to address diverse customer groups more 

effectively. However, while so doing, it may limit them in traditional clustering methods and 

hence could suffer inability in addressing real-time market shifts. 

All forecasting, from a sales viewpoint, has conventionally been done using various statistical 

methods that estimate future sales based on historical data. Although considered effective in 

several cases, such methods fail to capture the essence of the evolving e-commerce ecosystem, 

wherein customer behaviours are highly dynamic and driven by numerous external factors. 

Singh et al. (2020) mentions that random forest and gradient boosting are among the advanced 

models which perform efficiently in this domain. Nonlinear relationships can be represented, 

and volume and complex data is managed with greater predictiveness by these models. 

However, Bohanec (2017) highlights that while extremely useful and accurate, the black box 

machine learning models (whose internal working cannot be comprehended) pose a challenge 

due to their lack of interpretability. 

 

Furthermore, different machine learning algorithms explored independently either for 

segmentation or for forecasting rarely combine both holistic approaches. Turkmen (2022) 

attempts to bridge this gap by incorporating k-means clustering into a statistical framework to 

segment customers and predict sales in an e-commerce setting. Although this model seems 

promising, it is limited by being based on a single clustering method. Exclusively depending 

on k-means clustering, when the complexity of customer behaviour is rising may lead to 

segmentation results that are overly simplified and cannot represent nuanced differences among 

customers, a concern similarly raised by Saxena et al. (2024). They go further into a variety of 

clustering techniques, including hierarchical clustering and DBSCAN, for a more robust 

framework of customer segmentation. However, as they indicate, such models are not very 

promising in larger datasets since the problem arises with visualization and interpretation. 

Another critical point of consideration is scalability and flexibility of the models adopted. 



Raizada and Saini (2021) present the efficiency of random forest and extra tree regression on 

Walmart data for sales prediction, and they have received accuracy results above 98%. 

However, it does not take into consideration how these models would generalize across 

industries with different data structures and consumer behaviours. This remains a general 

problem in the literature: usually, the performance of algorithms is assessed in particular 

contexts without afterthoughts about their adaptiveness to general business environments. 

Contrary to that, Liu et al. (2020) developed a more adaptive approach by proposing logistic 

regression combined with XGBoost for predicting customer repurchase behaviour. Their model 

overcomes an important weakness with traditional approaches since it oversees imbalanced 

datasets very well, a frequent problem in e-commerce, since a small percentage of customers 

drive a large percentage of sales. The study shows how machine learning could be applied not 

only to predict what customers will do in the future but also to develop better, targeted 

marketing initiatives, reinforcing the interdependence between customer segmentation and 

sales prediction. 

lastly, Cheriyan et al. (2022) study different regression-based techniques for sales forecasting 

and report that random forest outperformed others, with an accuracy of 95.53%. Yet such 

technocratic success does not resolve the conceptual weakness of the exclusive use of 

regression-based techniques. As companies depend increasingly on real-time data, regression 

models, which rely on the stability of the relationships between the dependent and independent 

variables, cannot easily match the rhythm of the online commercial environment. 

The literature review indeed shows that machine learning achieved promising results both in 

customer segmentation and sales forecasting, while the combination of the two fields has not 

been well explored. It is further observed that there is a tendency to be focused merely on 

methodological performance; providing accuracy rates or error metrics, while the critical issues 

of model interpretability, scalability, and cross-industry applicability are not considered. In this 

regard, future studies are needed to be more complete in modelling and integrating 

segmentation with prediction, exploiting the power of multiple algorithms to provide an even 

finer understanding of customer behaviour and sales trends. 

  



Research Methodology 

3.1 Research Philosophy 

This study is based on scientific research using legitimate data, making realism the most 

suitable philosophical approach. It follows a quantitative framework, relying on deductive 

methods. The research does not consist of a hypothesis; however, it assumes a relationship 

between customer sales and the segment they belong to. Various statistical and mathematical 

tools will be used to analyse the data and draw conclusions from the hypotheses (Ishtiaq, 2019). 

 

3.2 Research Approach 

This study’s methodology is based on deductive reasoning which is considered as the key 

component of a research approach based on positivism and objectivity. Deductive reasoning 

moves from a general problem to a specific conclusion, following a logical chronology of steps 

to determine whether a theory can be proven in particular circumstances (Saunders et al, 2019). 

Although there is no hypothesis for this thesis, deductive reasoning will apply as it involves a 

logical flow from prevalent rules to the specific case of the viability of machine learning to 

segment customers and use the aforementioned segments to predict future sales. However, a 

strict deductive approach may neglect an investigation of other methods that could even further 

disclose the use of machine learning for segmentation of customers and sales forecast. 

The research will begin with the established principle that machine learning can manage an 

extensive amount of data and leverage it to gain meaningful insights. It will then continue with 

the proposition that machine learning techniques will use customer sales data to predict their 

future purchases and split the customers into different categories based on their purchase 

patterns. Lastly, based on the results of the previous steps, a discrete conclusion can be drawn 

over the efficacy of machine learning and the specific techniques employed, and their impact 

on a business’ future planning. 

  

3.3 Data Collection  

This study will comprise of secondary data collected from University of California Irvine’s 

machine learning repository website. It consists of an online retail dataset that portrays sales 

records of customers made from several countries. The dataset was chosen for this research 



due to a considerable number of records amounting to more than 54,000, ensuring that the 

machine learning techniques used will have sufficient data to use, therefore ensuring a 

comprehensive analysis and insightful findings. 

 

  



 Data Analysis 

4.1 Model Training 

Once the data is prepared, it will run a series of machine learning methods for customer 

segmentation such as K-means clustering, which has the ability to separate customers into 

groups based on features such as purchasing behaviour, frequency of transaction and/or amount 

spent (Jain, 2010). It will be used because it is effective in grouping similar customers together 

according to their purchasing patterns. Hierarchal clustering may also be employed to build a 

ranking of clusters which will aid in understanding the relationship between customers at 

diverse levels. This approach allows an in depth understanding of customers by creating a 

hierarchy of clusters (Embrechts et al. 2013), which aids in the exploration of multi-level 

relationships among various consumer groups. Furthermore, this gives a very fine-grained 

understanding of the association between different tiers of customers, which is crucial while 

developing marketing strategies addressing various tiers of customers. A recency, frequency 

and monetary (RFM) model can also be used to determine how recently a customer made the 

purchase, how often they purchase and how much monetary amount they spent. This will assist 

in providing a data driven and systematic way to classify customers into segments pertaining 

to their purchasing patterns (Dogan et al. 2018). The incorporation of the RFM model brings 

in consistency regarding the segregation of customers. This model effectively quantifies 

customer value with direct relevance to their purchasing patterns, which is paramount when 

using data to drive marketing strategy. Through it, businesses can pinpoint the most valued 

customers and concentrate their resources effectively in predicting sales. 

Once the customer data is segmented into clusters, the sales prediction algorithms will be 

executed. The chosen methods include linear regression which can predict sales using past 

purchasing patterns and customer features from the clustering techniques (Morsi 2020). This 

approach is chosen due to its ability to enhance data driven decision making and efficiently 

encapsulates the relationship between sales and the factors that influence them. Secondly, 

decision tree algorithm will be deployed to acquire the relationship between customer features 

and the sales made. Decision trees will be used as they are an effective means to capture 

complex non-linear data patterns in large data sets and provide a structured and interpretable 

model for decision-making (Mustakim et al. 2024). Since decision trees are interpretable, 

businesses can be shown how each customer feature influences sales and hence communicate 

findings with stakeholders easily. 



Next, random forest regression method will be deployed to acquire to improve the prediction 

accuracy by aggregating the results of multiple decision trees. This method is expected to give 

a higher accuracy due to its ability to reduce overfitting, robustness, and ability to generalize 

(Naik et al. 2022). The capability of this method to avoid overfitting and generalize well to 

unseen data is essential in developing robust sales prediction models. A more accurate 

prediction will enable a business to strategize its marketing efforts more effectively and finally 

aid the research objective to leverage machine learning for business optimization. 

4.2 Performance Evaluation 

To evaluate the effectiveness of the sales prediction model, evaluation techniques mean 

absolute error (MAE) and root mean square error (RMSE) will be used. These metrics will 

measure the difference between the actual and predicted sales, therefore indicating the 

reliability and solidity of the machine learning model. If the values for RMSE and MAE are 

lower, it will indicate accurate performance. This will indicate that the predictions made by the 

model are closer to the actual sales figures. 

4.3 Limitations 

While the dataset used for this study provides a significant amount of data, it does contain 

limitations. 

Missing or Incomplete Data:  Since this study uses a secondary dataset retrieved from an online 

source, it is likely to contain missing or incomplete data which may negatively impact the 

accuracy of the machine learning results.  

Geographical Constraints: While the dataset contains a considerable amount of data, it is 

confined to thirty-six countries, hence the results may not apply to other regions in the world.  

Limited Historical Data: The dataset is likely to contain limited historical data, which may limit 

the model’s capability to produce long term predictions or encapsulate the emerging behaviour 

trends of customers. 

K Means Clustering: K means clustering requires the number of clusters to be preset. This can 

hinder the diversity of the customer segments and skew results. Despite this, it performs 

efficient computation and segmentation when the optimal number of clusters are identified. 

The RFM model only has three variables (recency, frequency, and monetary value) which may 

cause the results of consumer behaviour techniques to be superficial. However, it is an 



elementary process which provides a swift approach to identify high-value customers, thus 

making it an appropriate choice for initial segmentation. 

Linear regression: This approach operates on assumptions of the relationships among 

variables as being linear, which may not be accurate for the dataset being used as it contains a 

wide array of rows with thousands of data entries. Despite this, it is a useful method as it is 

simple to interpret, simplifying the understanding of the result of independent variables on 

sales. Consequently, this can result in valuable insights for e-commerce decision making. 

  

 

5. Ethical Consideration 

The secondary data used in this research is available online on University of California Irvine’s 

machine learning repository and is open source. It is therefore available for research purposes 

and using this data does not infringe the privacy of any individuals whose sales data is recorded. 

 

 

  



Conclusion  

The research emphasizes the increasing value of machine learning in e-commerce businesses. 

It illustrates the process of identifying customers and using their purchasing patterns to forecast 

the future demand, facilitating businesses to make strategic sales and marketing decisions. As 

traditional customer segmentation and sales prediction methods become obsolete in the rapidly 

evolving world, machine learning offers a robust and data driven approach to this problem. 

Techniques such as hierarchical clustering and k means clustering can provide a reliable 

mechanism for segmenting customers into distinct groups that organisations can cater to 

according to their unique needs. 

The significance of this study lies in its potential to transform the approach e-commerce 

businesses take to understand their customers and predict future sales, resulting in numerous 

significant contributions.  

By combining customer segmentation and sales prediction, e-commerce businesses can gain a 

deeper understanding of their consumers and their purchasing behaviour. Secondly, the 

advanced segmentation approaches in this study can enable businesses to create personalised 

customer experiences. This can lead to higher customer satisfaction and brand loyalty. Also, by 

incorporating the two methods, this research has the capability to enhance the forecast accuracy 

of sales. 

Another crucial impact of this study is that the findings can be used in direct applications of 

the e-commerce industry, which may result in the conception of exclusive strategies and tools 

for customer relationship management and optimisation of sales. Lastly, the methods proposed 

in this study can be applied to various e-commerce sectors and scaled to assist the expanding 

convolution of online retail conditions.  
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